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AUGMENTED REALITY ON CONSUMERS SATISFACTION AND 

PURCHASE INTENTION 
 

Faisal Aburub 

University of Petra, Amman, Jordan 
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ABSTRACT 

In recent years, AR has an appeared as a vital marketing technique, making the hotels improve 

the way the guests perceive the environment they in. This research will explore the impact of 

augmented reality on and purchase intention and consumer satisfaction. Consequently, the 

research will integrate the Uses and Gratifications model with Technology Acceptance Model 

to investigate the effect of mobile augmented reality on consumer satisfaction and purchase 

intentions. An empirical investigation has been conducted in hotel sector in Jordan. The results 

show that AR has significant impact on customer significant and purchase intention. 

Keywords: Usage and Gratification approach, TAM model, Augmented Reality  

 

1. INTRODUCTION 

Nowadays, hotels aim to attract many guests, retain and give them great experience. Hotels are 

willing to use many methods and techniques to do that. One of these techniques is Augmented 

Reality (AR). In recent years, AR has an appeared as a vital marketing technique, making the 

hotels improve the way the guests perceive the environment they in (Whang et al., 2021).  AR 

can be considered as valuable technology to hotels as they provide physical environment to the 

customers, which can be extremely improved through AR. Moreover, AR enhance customers’ 

experience of exploring hotels and its nearby area. According to Yavuz et al. (2021), AR is a 

quickly developing technology, and the number of users of this type of technology is growing 

day by day. Many large organizations have started using AR in different businesses. In 2019, 

the global market of AR was around $10.7 billion. In 2024, this expected to reach $72.7 billion 

(Osatuyi & Xu, 2021). The popularity and growing of AR drive many industries to integrate 

AR technologies into their business models. Furthermore, AR has become ubiquitous as the  

huge spread use of tablets and smartphones. According to Hackl & Wolfe (2017), AR 

technologies improve users experience by using computer vison and object recognition to 

impose electronic contents like audio, videos and graphics onto users’ physical environment. 

Moreover, the widespread use of smartphones devices has led to development mobile 

augmented reality (MAR), with emergence of MAR technologies, travelers can access to many 

tourists’ sites related to their travel choices directly from their devices.  According to Do et al. 

(2020), MAR technologies enhance tourisms experience and this may lead to significant 

potential for building the tourism industry and increasing opportunities for promoting tourisms 

related retail. Therefore, AR has received big attention from both practitioners and academics. 

Many researches have conducted to review impact of AR om different industries such as 

healthcare, manufacturing, hospitability and education (de Souza Cardoso et al., 2020; Ng et 

al., 2019). According to McLean & Wilson (2019), some organizations like Amazon and Target 

have offered to search using images taken by mobile AR, this makes users to take a photo of a 

product using their smart devices and use that photo to search for the product within the mobile 

apps. Accordingly, researchers have investigated many approaches such as the Technology 

Acceptance Model, and the Stimulus-Organism-Response (SOR) framework (Do et al., 2020; 

Knag, 2014; Yang, 2013), to help practitioners to understand why and how organizations adopt 

AR. Although, the previous studies were important and explained set of aspects of why adopting 

the AR. Most of these aspects focused on the AR itself or the operator of the AR or sociological 
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aspects of users. For example, security and trust. Value of experiential consumers’ engagement 

needs more research and investigation. Accordingly, the “Use and Gratification” (U&G) 

approach which was proposed by Katz (1974), showed that consumers’ engagement 

experiences with the surrounding media can be a source of a number of benefits, and this could 

be a foundation for motivation to use AR (Alnawas & Aburub, 2016). Empirical research is 

required to investigate more for these benefits and to know what are the changes that faces 

operators of AR to attract and retain more costumers. Few studies examine the effect of 

augmented reality on consumer satisfaction and purchase intentions, particularly in the hotels 

sector. This research will explore the impact of augmented reality on and purchase intention 

and consumer satisfaction. Consequently, the research will integrate the Uses and Gratifications 

model with Technology Acceptance Model to investigate the effect of mobile augmented reality 

on consumer satisfaction and purchase intentions. An empirical investigation will be performed 

on the hotel sector in Jordan. 

 

2. LITERATURE SURVEY  

2.1. Augmented Reality  

AR can be defined as a technology that allows “computer generated imaginary to approximately 

overlay physical objects in real-time” (De Lima et al., 2022).  AR can combine real and virtual 

objects, interact in real-time, and registered in real world. As fast development of AR, currently 

there are many forms AR. AR can be applied not only on computer devices but also on 

smartphones, tablets, wearable glasses, helmet …..etc. AR can be considered as ac 

communication tool that enhance product presentation by adding virtual object in the real 

environment, improve consumer information processing, and enrich customer experience (Fan 

et al., 2020). According to Sung (2021), mobile augment reality can increase engagement of 

customers’ senses and effects their behavior, perception, and judgment. This can be performed 

through the sensory interfaces such as augmented 3D visual effects and sounds and touchscreen 

items. This can also contribute in building brand awareness, and leading to profits. 

 

2.2. Technology Acceptance Model (TAM) 

TAM model which was proposed by (Davis, 1989) provides a mean to explore the adoption and 

communication of new ideas and innovations. TAM uses two measures to predict the users’ 

decision for accepting or rejecting new technologies. These measures are Perceived Usefulness 

and Perceived Ease of Use. TAM model is widely used in many research areas particularly 

information technology to investigate the users’ responses. Consequently, few studies have 

been conducted to investigate the acceptance of AR I hotel sector (Do et al., 2020). This 

research integrates TAM and U&G models to develop a new research model for investigating 

the impact of AR on customer satisfaction and intention to purchase within hotels sector. 

 

2.3. The Use and Gratification Approach (U&G) 

U&G approach clarifies the audience’s role in selecting a specific type of information 

technologies and proposes technology users to be driven by personal needs and gratification-

seeking motives (Alnawas & Aburub, 2016). Based on U&G approach, four types of benefits 

can audience derive from using sort type of technology or media as follows: hedonic benefits, 

cognitive benefits, personal integrative benefits, and social integrative benefits. 

 

2.3.1. Hedonic Benefits  

This benefit may include enhancing pleasure experience, escaping from problems, gaining 

enjoyment and having fun (Calder et al., 2009). In terms of augment reality context, it indicates 

the ability of AR to make customers feel relaxed, have fun while engaged, obtain enjoyment, 

and make them not want to stop using AR. 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

3 

2.3.2. Cognitive Benefits 

It may include gaining information to increase the understanding of the situation, self-education 

and learning, knowing about related events in surrounding, society and the world, acquiring a 

sense of security through information, obtaining advice and decision choices (Calder et al., 

2009). In terms of augment reality context, cognitive benefits can be the ability of AR to 

precisely describe and visualize the product, help customers to collect required information to 

learn more about product, and stimulate the customers to think about the products or services 

in different way. 

 

2.3.3. Personal Integrative Benefits 

It may include enhancing credibility and confidence of persons and finding reinforcement for 

personal values (Calder et al., 2009). In terms of augment reality context, it indicates the ability 

of AR to enhance confidence, status and credibility of customers. 

 

2.3.4. Social Integrative Benefits  

It may include obtaining sense of belonging, making persons connecting with friends, society 

and families, finding common ground with others for discussion (Calder et al., 2009). In terms 

of augment reality context, to what extent AR promotes values that are similar to their 

customers and make them feel a part of their society. 

 

3. RESEARCH HYPOTHESES  

Based on intensive reading and analysis of literature about augmented reality and its relation to 

customer satisfaction and purchase intention, the following hypotheses are proposed: 

• H1: Perceived usefulness has a positive impact on customer satisfaction of using AR. 

• H2: Perceived ease of use has a positive impact on customer satisfaction of using AR. 

• H3: Hedonic benefits offered by using AR has a positive impact on customer satisfaction. 

• H4: Cognitive benefits offered by using AR has a positive impact on customer satisfaction. 

• H5: Personal integrative benefits offered by using AR has a positive impact on customer 

satisfaction. 

• H6: Social integrative benefits offered by using AR has a positive impact on customer 

satisfaction. 

• H7: Perceived usefulness has a positive impact on purchase intention of using AR. 

• H8: Perceived ease of use has a positive impact on purchase intention of using AR. 

• H9: Hedonic benefits offered by using AR has a positive impact on purchase intention. 

• H10: Cognitive benefits offered by using AR has a positive impact on purchase intention. 

• H11: Personal integrative benefits offered by using AR has a positive impact on purchase 

intention. 

• H12: Social integrative benefits offered by using AR has a positive impact on purchase 

intention. 

• H13: Customer satisfaction has a positive impact on purchase intention of using AR. 

 

Figure 1 shows research model  

 

 

 

 

 

Figure following on the next poage 
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Figure 1: Research Model 

 

4. RESEARCH METHODOLOGY 

4.1. Item Generation 

This research used and adapted items from studies Koufaris (2002), Calder et al. (2009), Khalifa 

& Liu (2007), Spears & Singh (2004), and Nambisan and Baron (2007) to measure the 8 

constructs namely: Hedonic benefits, cognitive benefits, personal integrative benefits, social 

integrative benefits, customer intention, and purchase intention.  

 

4.2. Data Collection 

Data were collected using questionnaire. A purposive sample was used. Only respondents who 

had experience in using AR were selected. The questionnaires have been distributed to 370 

respondents. Thirty-six questionnaires were excluded due to their incompleteness. Furthermore, 

334 questions were usable questionnaires. 58.4% of participants were male and 41.6% were 

females. 

 

4.3. Hypotheses Testing: 

AMOS was used to test the proposed hypotheses as follows: 

The results support H1 (γ= 0.325, P ≤ 0.05, R2=0.54), H2 (γ= 0.291, P ≤ 0.05, R2=0.48), H3 

(γ= 0.331, P ≤ 0.05, R2=0.49), and H4 (γ= 0.289, P ≤ 0.05, R2=0.51) confirming positive 

association between perceived usefulness, perceived ease of use, hedonic benefits, and 

cognitive benefits with customer satisfaction using AR in the Jordanian hotel sector. Moreover, 

the results did not support H5 (γ= 0.05, P ≥ 0.05) and H6 (γ= 0.06, P ≥ 0.05). Therefore, the 

relationship between personal and social integrative benefit with customer satisfaction using 

AR in the Jordanian hotel sector is not significant. The results also support H7 (γ= 0.335, P ≤ 

0.05, R2=0.55), H8 (γ= 0.298, P ≤ 0.05, R2=0.49), H9 (γ= 0.328, P ≤ 0.05, R2=0.51), and H10 

(γ= 0.288, P ≤ 0.05, R2=0.52) confirming positive association between perceived usefulness, 

perceived ease of use, hedonic benefits, and cognitive benefits with purchase intention using 

AR in the Jordanian hotel sector. Moreover, the results did not support H11 (γ= 0.04, P ≥ 0.05) 

and H12 (γ= 0.05, P ≥ 0.05). Therefore, the relationship between personal and social integrative 

benefit with purchase intention using AR in the Jordanian hotel sector is not significant. The 

results also support H13 (γ= 0.345, P ≤ 0.05, R2=0.53), confirming positive association between 

customer satisfaction and purchase intention using AR in the Jordanian Hotel Sector. Table 1 

summarizes the findings of research hypothesizes 
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Hypotheses  γ Sig. Level R2 

H1: Usefulness → Satisfaction                               0.325 0.05 0.54 

H2: Ease of Use → Satisfaction 0. 291 0.05 0.48 

H3: Hedonic benefits → Satisfaction 0.331 0.05 0.49 

H4: Cognitive benefits → Satisfaction  0.289 0.05 0.51 

H5: Personal integrative benefits → Satisfaction                           0.060 Insignificant - 

H6: Social integrative benefits → Satisfaction  0.050 Insignificant - 

H7: Usefulness → Purchase intention                                0.335 0.05 0.55 

H8: Ease of Use → Purchase intention 0.298 0.05 0.49 

H9: Hedonic benefits → Purchase intention 0.328 0.05 0.51 

H10: Cognitive benefits → Purchase intention 0.288 0.05 0.52 

H11: Personal integrative benefits → Purchase intention 0.040 Insignificant - 

H12: Social integrative benefits → Purchase intention 0.050 Insignificant - 

H13: Satisfaction → Purchase intention 0.345 0.05 0.53 

Table 1: Hypotheses testing 

 

5. CONCLUSION 

New research model has been developed using TAM model and U&G approach, to investigate 

the impact of AR on customer satisfaction and purchase intention within Jordanian hotel sector. 

The results show that perceived usefulness, perceived ease of use, hedonic benefits, and 

cognitive benefits have positive relationship with customer satisfaction and purchase intention. 

While, personal and social integrative benefits do not have significant relationship with 

satisfaction and purchase intention. Based on that, design of AR must contain both hedonistic 

aspects, which aim to provide self-fulfilling value to the consumer and cognitive elements, 

which aim to provide instrumental value to the consumer. This research also investigated 

aspects related to related to customers actual interactions with AR not properties of AR or 

sponsor of it.  
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ABSTRACT 

Revealing the economic specificities and development potential of areas on a smaller 

geographic scale is increasingly attracting research attention. This is especially important for 

lagging regions to support their sustainable economic growth and development. This paper 

aims to explore, discuss and provide empirical evidence of the gross domestic product (GDP) 

growth pathway of the Osijek-Baranja County in order to identify its main economic 

challenges. This county is located in the north-east of the Republic of Croatia. It belongs to the 

low-income regions, i.e., small lagging-behind regions, whose average GDP per capita was 

less than 50% of the European Union average in the period 2000-2019. The results obtained 

from the analysis of the official county-level statistical data on GgDP and gross value added of 

its most influential industries indicate that human capital, natural resources, technology and 

the prevailing value system remain the most important explanatory factors behind its economic 

performance and growth trajectory.  

Keywords: gross domestic product, human capital, industry, low-income region, NUTS3 level 

 

1. INTRODUCTION 

According to NUTS 3 (Nomenclature of Territorial Units for Statistics) applied by Eurostat 

(2017), Croatia is subdivided into 21 units of regional self-government - counties (including 

Zagreb, the capital, with the status of a city and a county). The counties consist of cities and 

municipalities responsible for a whole range of activities, such as education, health care, 

physical planning, socio-economic development, etc. (for details, see Koprić, 2007; Đulabić, 

2012). One of these counties, which this paper will focus on, is Osijek-Baranja County (OBC). 

It is located in the north-east of the Republic of Croatia, Eastern Croatia, and covers 4,156 km2 

of its territory. It is one of the largest and most densely populated Croatian counties with 

258,026 inhabitants living in 7 cities, 35 municipalities and 263 settlements (Croatian Bureau 

of Statistics, CBS, 2021 Census). In terms of population, OBC ranks the fifth among 21 

Croatian counties. This is not only a good indicator of the demographic resource at its disposal, 

but also of its economic and market potential. Its largest city – Osijek is the fourth largest city 

in the country (the 2021 Census) and the cultural, political, historical, business and university 

center of Eastern Croatia. Such a position gives it a special development role and importance 

in Eastern Croatia and Croatia in general, which is additionally supported by the OBC’s 

abundance of natural resources (e.g., fertile and arable agricultural land, water resources and 

forests) and its relatively good transport connections, in particular considering the main existing 

and planned pan-European transport corridors (corridor X and Vc), as well as the Danube route 

and Osijek airport. However, in economic terms, the county is located on the periphery of 

Croatia, which represents a major development challenge due to the pronounced centralistic 

and urban/industrial agglomeration tendencies towards the capital. In addition, its low rates of 

development, burdened by a number of serious demographic (Živić, 2017) and socio-economic 

drawbacks (Borozan, 2003; Borozan and Barković, 2003; Lončar and Marinković, 2015; 

Matišić and Pejnović, 2015; Marošević, 2020), indicate that OBC has neither economically 

optimally valorized, nor used its development resources. This observation is supported by the 

fact that OBC belongs to a low-income regions, i.e., small lagging regions, with an average 

gross domestic product (GDP) per capita less than 50% of the EU average in the period 2000-
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2019. For a definition of a region lagging behind, see European Commission (2017). The low 

level of income and slower development make it necessary (i) to strategically evaluate the 

resources available to it and (ii), in accordance with European and global contemporary trends, 

to define and steer its development path toward one that ensures sustainable prosperity through 

smart specialization and the promotion of an innovative and creative culture. The main aim of 

this paper is to explore, discuss, and provide empirical evidence of the GDP growth pathway 

of OBC in the last decade in order to detect its main economic challenges. Awareness of the 

challenges is important because it can help economic policy authorities to create applicable 

development programs aimed at fostering economic growth and reducing pronounced regional 

disparities in Croatia (for the analysis of regional disparities, see Botrić et al., 2018; Rabar and 

Grbin, 2019). Regional analyses at the NUTS3 level are lacking at the European level (Kilroy 

and Ganau, 2020), and this deficiency is particularly pronounced in Croatia. This fact is 

surprising, especially considering that harmonized regional development and the reduction of 

regional disparities are the goals of the European Union (EU) and each of its member states. 

Furthermore, analyses at the NUTS3 level are very important; especially with regard to social 

cohesion and the achievement of the United Nations Development Sustainable Goals. Although 

empirical analyses at the NUTS2 level are more common (Iammarino et al., 2018); they do not 

for the discovery of the economic specificities and development potential of lower scale 

territories. At the EU NUTS3 level, there are fewer empirical studies dealing with economic 

analyses (e.g., Kilroy and Ganau, 2020, Postiglione et al., 2020; López-Villuendas et al., 2020), 

which is also the case for Croatia (e.g., Đokić et al., 2016; Jakšić, 2017; Botrić et al., 2018; 

Puljiz and Rukavina, 2022), Eastern Croatia (Lončar and Marinković, 2015; Matišić and 

Pejnović, 2015; Živič, 2017; Marošević, 2020), and the OBC in particular (Borozan, 2003; 

Borozan and Barković, 2003). The theoretical framework of this paper is outlined by new 

endogenous growth theories, which consider human capital, knowledge, research and 

development, and social capital as the fundamental drivers of growth, as well as clustering and 

specialization theories, which consider the economic associations of individual economic 

agents and smart specializations as the driving force behind creating a green economy and, 

more generally, a sustainable society. The theoretical framework is completed by theories that 

highlight the importance of innovation and entrepreneurship, that is, ideas about the need to 

change the value system to one that values hard work and local initiatives, cultural diversity, 

knowledge accumulation, constant innovation and technological advancement, as well as the 

protection of the natural environment. Methodologically, the paper is based on the analysis of 

statistical data published by the CBS, the Financial Agency (FINA) and the Croatian Chamber 

of Commerce, the County Chamber of Osijek (CCOS). Organizationally, this paper consists of 

four sections. The next section presents and discusses the GDP growth path of OBC, while 

Section 3 briefly portrays the challenges faced by the industries that contribute the most to 

OBC’s gross value added. The last section provides a conclusion.  

 

2. THE DEVELOPMENT BASIS OF THE OSIJEK-BARANJA COUNTY 

2.1. Economic performance 

Economic achievements of OBC are considered by analyzing the trend in the basic synthetic 

economic indicator, GDP, over the period 2000-2019.  One should bear in mind that it stems in 

part from its achievements in the 1980s, i.e., a pre-war and pre-transition period, already 

characterized by a slowdown in economic growth due to the onset of deindustrialization, 

structural issues, and political, social, and economic crises in general. The achievements of this 

century were also directly influenced by the break-up of the former Yugoslavia, the war (1991-

1995) that took place on its territory, and the occupation of more than 40% of its territory by 

1998. As a result, the 1990s saw massive direct and indirect demographic and economic war 

damages with far-reaching economic consequences.  
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In addition, this decade was also marked by the transition processes that were followed by 

numerous privatization manipulations and frauds, legal insecurity, an unentrepreneurial 

atmosphere, and the isolation of the county. All of them harmed the economy of OBC (for 

details, see Borozan and Barković, 2003; Lončar and Marinković, 2015; Matišić and Pejnović, 

2015). However, twenty years have passed since the 1990s, and OBC should have already 

created mechanisms that would have overcome development drawbacks and weaknesses, as 

well as accelerated its development. Their outcome is analyzed below. Since GDP is an 

indicator of the value of final production achieved in the country, it can be used to measure and 

compare the level of economic activity and its economic power, while GDP per capita can be 

used to measure the level of development and standard of living. According to the latest 

available data from the CBS (2022), which go back to 2019, OBC produced in the value of 

€2,793,013.907.06, and the GDP per inhabitant was €10,232. Although this was an increase of 

7.36% compared to the previous year, 2019 GDP did not reach the pre-recession level of 

€2,841,038.494.5 in 2008 (CBS, 2022). Figure 1, which shows the movements of total GDP 

and GDP per capita in the period 2000-2019, clearly illustrates this graphically. For comparison 

purpose, the average value of EU27 GDP per inhabitant amounted to €35,753 (Megatrends, 

2023).  

 

Figure 1: Development of total GDP and GDP per capita in the Osijek-Baranja County 

Note: data on total GDP and GDP per inhabitant are expressed in thousands of euros (left 

ordinate), and in euros (right ordinate), respectively.  

(Source: CBS (2022)) 

 

Nevertheless, the county achieves an annual increase in GDP and GDP per capita. For the 

period 2000-2019, the growth rate was 4.06% and 4.95% per year, respectively. The faster 

increase in GDP per capita compared to total GDP is a result of unfavorable demographic 

processes in the county. According to the CBS estimates, the population of the county decreased 

from about 318 thousand in 2000 to 273 thousand in 2019, which is an annual decrease of 

0.85% in the period 2000-2019. This is a continuation of the unfavorable demographic trends 

Živić (2017) analyzed in his paper, which he pointed out, will continue into the future. In 

relation to Croatia, depopulation was particularly pronounced in Eastern Croatia, including 

OBC (Matišić and Pejnović, 2015; Lončar and Markinković, 2015). A particular problem is the 

fact that young and well-educated people make up a large part of emigrants, which will 

endanger the future development of Croatia and OBC in particular (Draženović et al., 2018). 

Borozan (2017) revealed that net migration is a determinant contributing to the deepening of 

regional disparities in Croatia, and Mikulić and Nagyszombaty (2015) that the quality of human 

capital, along with investment in fixed capital and specific structural characteristics of Croatian 
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counties, is the primary reason for regional disparities in Croatia. A more comprehensive 

picture of the county's economic power, i.e., the level of development and the standard of living, 

emerges when assessed in the Croatian and European contexts. Figures 2 and 3 serve that 

purpose. Although OBC was positioned in the top seven counties in terms of total final 

production and population over the period 2000-2019, data on GDP per capita for the same 

period typically ranked it above the 10th place. For example, OBC was ranked 5th and 6th by 

total final production in 2000 and 2019, while it was ranked 11th and 12th by GDP per capita 

among Croatian countries in the same years (see CBS, 2022). 

 

Figure 2: GDP and GDP per capita in Croatia (HR) and the Osijek-Baranja County 

Note: GDP is given in 000 EUR.  

(Source: CBS (2022)) 

 

Figure 3: GDP per capita in Croatia and the Osijek-Baranja County (EU27=100) 

(Source: CBS (2022)) 

 

Apparently, an increase in OBC’s GDP per capita moved consistently with Croatia’s GDP per 

capita; however, the gap between them did not decrease. On the contrary, the share of OBC’s 

final production decreased from 5.76% in 2000 to 5.02% in 2019, which is a sign that some 

other counties were developing faster and increasing their share.  
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Empirical evidence (Đokić et al., 2014) shows that this is primarily the capital, which is the 

biggest attractor for economic activities and job opportunities in Croatia. Its share in Croatia’s 

GDP rose from 29.50% in 2000 to 34.49% in 2019 (see CBS, 2022). About a third of all 

economic activities are carried out in the capital, Zagreb, whose GDP in 2019 was 19.17 billion 

euros (CBS, 2022). It is plausible to assume that such a trend will continue. However, an 

increasing gap between GDP per capita of the OBC and Croatia is not only a consequence of 

the strengthening of centralist and agglomeration processes in Croatia, but also of OBC’s own 

developmental weakness. Unlike the city of Zagreb, whose GDP per capita in 2019 was above 

the EU27 by 16%, the county's GDP per capita reached 50% of its average in the same year 

(CBS, 2022). The county was hit hard by the recession in Croatia (2008-2014), which at the 

same time points to its low crisis resilience, but even more to the fact that it takes a long time 

to recover. This observation is in line with Đokić et al. (2014), who classified OBC in the group 

of counties with the worst economic performance and the least resistant to crises. Nevertheless, 

the above statistical data indicates that the OBC’s economy is developing, and that its standard 

of living and level of development are increasing. However, there is no doubt that economic 

growth needs to be intensified. For this purpose, it is helpful to know which activities have 

contributed the most and have potential for development. The three OBC activities that 

contributed the most to the creation of Croatia’s gross value added in 2019 were agriculture, 

forestry, and fishing (15.5%), construction (5.41%) and manufacturing industry (5.44%), 

excluding public administration and defense, education, health care and social welfare activities 

(6.5%) (see CBS data, 2022). In the next section, these activities are briefly analyzed using the 

data from the CCOS and the FINA. The latter collects data from the so-called "living 

companies", the companies that have submitted their financial reports to it.  

 

2.2. Economic activity in the Osijek-Baranja County 

The OBC economy is mainly based on its comparative advantages - natural, historical and 

cultural features. Its structure is dominated by agriculture and the food industry, construction, 

transport and trade. What follows is a brief analysis of those activities that have greater 

importance in its past and future development. 

 

2.2.1. Agriculture and the food industry 

Agriculture and the food industry are developing based on the OBC’s comparative advantages, 

such as its geographical location, moderate continental climate, abundant water resources, as 

well as arable and relatively unpolluted agricultural land. The total agricultural area in OBC is 

212,095 ha, of which 200,226 ha are used as arable land (CCOS, 2022). In terms of agricultural 

production capacity, OBC occupies one of the most important places in Croatia. The importance 

of agricultural production is exceptional; not only because life without food is impossible, but 

also because it is necessary for the preservation of “rural space, ecological balance and 

maintenance of traditional values, material and spiritual culture of the Croatian countryside” 

(CCOS, 2022). However, its capacities are far from being fulfilled, and productivity is lower 

than necessary (see Hadelan et al., 2022). Consequently, agriculture is not competitive and does 

not fully fulfill its role in modern societies. Its share in OBC’s gross value added was 10.74% 

in 2019, according to the CBS’s data (2022). The tradition of agricultural production in OBC’s 

rural areas is certainly its strength; but, at the same time it is its weakness. Namely, the 

traditional agricultural crops grown in OBC (cereals sown at 53.9%, oilseeds at 26.15% and 

sugar beet at 3.6%) (CCOS, 2022) are low-income crops. The transition to new crops, more 

ecologically acceptable and more profitable on the market requires a technological and mental 

step forward, which represents an insurmountable obstacle for many companies and family 

farms. The main reasons therefor are the unfavorable educational and demographic structure of 

agricultural holdings (i.e., farms). This is reflected not only in a lack of adequate mechanization 
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and accompanying infrastructure (e.g., irrigation and drainage systems, refrigerators or dryers), 

but also in a lack of labor force, knowledge and skills, innovative ideas, unwillingness to learn 

and lack of strategic thinking (see Sesar, 2008). An illustrative example is the fact that, despite 

the availability of water resources, no comprehensive irrigation and drainage systems have been 

developed in the county. These systems are indispensable today, in times of climate change, 

unstable weather conditions and constant demands for more productive and higher quality 

production. Some estimates show that by building the necessary infrastructure, up to 80% of 

the county’s arable land could be irrigated (CCOS, 2020). Even within this activity, smaller 

farms, which dominate the farming structure with a share of about 95%, understand the 

importance of adapting to modern trends in agriculture. These trends refer to ecological 

production and the development of the "green economy". On the other hand, they refer to "new" 

forms of organization (like clusters) and business differentiation through complementary 

activities that reduce business risk (e.g., through rural tourism, where they offer products from 

their own farms as a part of the gastronomic offer). Business associations, especially those of 

primary producers, are of great importance because, in addition to providing education, 

counseling and information for the producers, they secure a better position in the market. 

Business diversification can be good because it ensures much-needed business flexibility, 

which is especially evident in agricultural production. Agricultural production is dependent on 

natural and climatic conditions and natural and weather disasters of greater intensity are 

occurring more frequently. Agricultural products are the raw materials for the food industry, 

which is diverse in OBC. For example, the milling and baking industry, the confectionery 

industry, sugar, oil, animal feed industry, milk processing, wine and beer production, fruit and 

vegetable processing are developed here. However, these industries were mainly either 

economically unprofitable or yielded low profits in the considered period. This is supported by 

statistical data from the CCOS (2022), which indicates that, for example, in 2019, producers of 

food and beverages achieved a loss before taxation in the amounts of €1,692,306 and €623,031, 

respectively. Radical reforms are needed in both activities; comparative advantages exist, but 

there is a lack of knowledge, skills and ideas to bring the whole management system and 

governance to a level where the comparative advantages of these activities can be made 

competitive.  

 

2.2.2. Manufacturing industry 

The manufacturing industry has a special place in OBC; it is not only a major generator of 

county income but also of employment. Data from CCOS (2022) indicates that it generates 

about a third of the county's total revenue, and employs about a quarter of all the county’s 

employees. In 2017, however, the manufacturing industry achieved a negative consolidated 

financial result, which was a sign of the difficulties it was facing and the need for a serious 

review of previous business models. However, in 2019, the situation changed and this industry 

performed positively, which continued in the following years. The manufacturing industry is 

diverse in terms of the activities that are carried out within it. In addition to the already 

mentioned food industry, other important industrial branches are the chemical industry, the 

wood and paper industry, the production of metals and metal products, mechanical engineering, 

the textile industry, and the building materials industry. These are mainly branches that were 

more developed before the Homeland War (1991-1995), produced significantly more, 

generated more income and employed more workers. The chemical industry is one of the few 

industries that managed to overcome the consequences of the war, the loss of markets and the 

changes in economic conditions in the 1990s. It is a branch in which 13 business entities subject 

to income tax operated in 2021, accounting for about 4% of the county’s total revenues on 

average. The chemical industry generates a positive financial result and achieves a positive 

trade balance with foreign countries.  
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The textile industry is unfortunately an example of the economic collapse of many other 

branches in the county after the Homeland War, although it has a long tradition. It used to be 

an extremely strong industrial branch producing quality products, employing thousands of 

workers, and basing its development largely on its own primary textile and leather industries 

(for example, leather processing, textile fiber spinning, thread production, etc.). In 2021, the 

textile industry was only a shadow of the former tactile industry, with 20 taxpayers engaged in 

textile production and 38 in clothing production. It survives mainly thanks to the so-called lohn 

jobs for well-known Italian or German fashion companies. Despite achieving a positive balance 

in foreign trade, it is a low-income and labor-intensive activity that largely survives due to low 

labor prices. The wood processing industry, like the textile industry, is a labor-intensive 

industry with a low degree of finalization of the raw material wood. Within this branch, there 

were 71 business entities operating in the wood processing and wood production branch and 58 

business entities in furniture production in 2021 (CCOS, 2022). The data of CCOS confirm the 

low degree of finalization in this branch, i.e., that "as much as 57% of wood is only primarily 

processed and remains in processing stages 0-3, 43% of wood ends up in processing between 

the 4th and 8th stages, and in furniture only 7% of the produced wood raw material is finished..." 

(CCOS, 2022). The data also indicates the importance of establishing a production base on a 

high degree of finalization, which will be competitive on an international scale. Competitive 

advantages are largely created by companies in paper manufacturing, paper products and 

printing. Namely, it is a branch whose 22 companies submitted their financial reports to FINA 

in 2021. This branch is one of the largest exporters in the county, and companies involved in 

the manufacturing of paper and paper products have contributed the most. The metal processing 

industry and mechanical engineering are two industries that are becoming increasingly less 

important in OBC. In the past, with its products, agricultural machinery, solid fuel stoves, 

enameled bathtubs and complex machinery and metal structures, it has not only met domestic 

demand, but also exported significant quantities to Asian and African markets, thereby 

achieving economies of scale. However, like many other industries, it has had a hard time 

recovering from the war and subsequent privatization fraud. Nevertheless, this activity achieves 

a positive foreign trade balance, which is good, since it is an industry that is existentially 

dependent on exports, considering the absorption capacity of the domestic market and the 

demand of domestic complementary industries (e.g. mechanical engineering, shipbuilding, the 

automotive industry, or energy).  

 

2.2.3. Construction and the building materials industry 

Dependence on the economic situation, i.e., the position in the business and investment cycle 

of the public sector, is particularly observable in the operation of the building materials industry 

(e.g., production of cement, lime, gypsum, stone, mineral wool, and products made of glass, 

ceramics, porcelain, etc.) and the construction industry itself. The six-year crisis (2009-2014) 

had an extremely unfavorable effect on companies from these activities in terms of company 

numbers and employment, so that these activities, especially construction today, are struggling 

with a lack of capital investment, but also a labor shortage. However, the recovery is in place 

and construction continues to matter for OBC, especially given the multiplier effects it has 

along with the building materials industry on the overall OBC economy. In a nutshell, OBC is 

dominated by low- and mid-level technological activities, where prices is the main competitive 

tool, and consequently by industries that are not highly profitable. In addition, labor 

productivity is lower in many of them, which is a direct consequence of technological 

backwardness, insufficient investment in research and development, non-innovative or 

generally uncompetitive production programs. Consequently, these are industries that are not 

as developed as they could be, given the potentially high quality domestic raw material base on 

which most of them are based.  
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Nevertheless, they are its most important development drivers; they just need to be developed. 

This can be done by improving the factors that economic theory recognizes as key - human 

capital, research and development, technological modernization and the development of an 

innovative and creative culture. Sound institutions and good governance should create a 

favorable economic and business environment for this. 

 

3. NEW BUSINESS WINDS – BUILDING COMPETITIVE ADVANTAGES 

Positive developments and changes can be felt not only in the structure of the OBC economy, 

but also in business models and practices, which have led to strong growth in the last two years. 

The main contributors to this are ecological producers in agriculture, i.e., family farms, dealing 

with eco-production and continental/rural tourism, the food industry, and in general, companies 

from the manufacturing industry. It is about the companies that constantly invest in human 

capital, technological modernization of their business processes, machines and infrastructure, 

develop new, more innovative production programs, and appear on the international market. 

However, in contrast to these stand-alone business entities, the information and communication 

(ICT) sector is characterized by networking business entities. The ICT sector of OBC is 

developing into the most dynamic and advanced branch of the economy. Its pattern of behavior, 

characterized by a high level of knowledge and skills, innovation and creativity, concern for 

employees, as well as internationalization and globalization of business, becomes a role model 

for other industries. The progressive increase in the number of companies (from 83 in 2013 to 

233 in 2019) goes hand in hand with an increase in the number of employees (from 311 in 2013 

to 1,221 in 2021) (CCOS, 2022), but above all also in the financial figures, income and profit. 

For example, total revenue increased more than six-fold when compared between 2013 and 

2021. This is not only the result of the above mentioned reasons, together with a global view of 

the business these companies are cultivating and business enthusiasm, but also the persistent 

work of the Osijek Software City association, founded in 2013 on the initiative of the most 

important companies from this sector of the county, as well as a collaboration with the Josip 

Juraj Strossmayer University of Osijek.  

 

4. CONCLUSION 

Osijek-Baranja County is one of the 21 counties of the Republic of Croatia. Although it is a 

county with great development potential based on its population, area and natural resources, the 

negative demographic and economic trends that intensified in the last decade of the 20th century 

have continued. Consequently, it is a low-income county, lagging behind in development. Its 

average GDP per capita was 46% of the EU27 over the period 2000-2019. The brief analysis 

of the GDP trajectory provides a basis for implicit conclusions, which further research should 

be supported by econometric analyses. The main limiting factors of its development have so far 

been directly or indirectly related to human factors, such as unfavorable demographic processes, 

underdeveloped human capital, innovative and creative culture, insufficient investment in 

research and development, modernization, etc. The creation of regional competitive advantages 

and strong economic growth presupposes the improvement of productivity of all factors of 

production and of the economic and business environment. OBC has a valuable natural basis 

for the development of a green economy and a sustainable society in general. Productivity 

growth, based on human knowledge, research and development, and technological 

advancement, which have been recognized within the endogenous growth models as the critical 

ones, together with a favorable economic and business environment, the role of which should 

be studied in further research, is strongly needed for this county. The development 

breakthroughs are possible and the ICT sector together with progressive individual business 

entities from other industries and economic activities clearly support this.  
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ABSTRACT 

The study examines the impact of green innovation on the relationship between corporate 

sustainability development and enterprise risk management and sustainable performance in 

Jordanian companies. Data was collected through a structured questionnaire from Jordanian 

service, merchandise, and manufacturing companies listed on the Amman Stock Exchange. A 

total of 97 responses were received from 233 companies (41.63% response rate), with the 

largest number of responses from the service sector, followed by manufacturing and 

merchandise sectors. The participating firms had between 50-450 employees and were less than 

10 to more than 25 years old. The study results show that green innovation significantly and 

positively mediates the relationship between corporate sustainability development and 

enterprise risk management (β=1.374***, p=0.000) and significantly and negatively mediates 

the relationship between corporate sustainability development and enterprise sustainable 

performance (β=1.374***, p=0.000). The research findings suggest that the green innovation 

approach, which incorporates the green concept throughout the product innovation stages, can 

improve resource utilization, promote the development of green products, enhance product 

quality and firm reputation, increase market share, and achieve sustainable growth. 

Keywords: Green, Growth, Innovation, Market, Product, Resource 

 

1. INTRODUCTION  

In recent years, corporate sustainability has become an increasingly important issue as society 

and investors are placing greater emphasis on the role of companies in addressing social and 

environmental challenges. Studies have shown that companies that prioritize sustainability tend 

to have better financial performance and are more attractive to investors. For example, a 2020 

study by the Boston Consulting Group found that companies that have integrated sustainability 

into their business models had higher revenue growth and a higher return on assets compared 

to those that had not. Additionally, a 2020 survey by Deloitte of global investors found that 

environmental, social, and governance (ESG) factors are becoming increasingly important in 

investment decisions. Respondents cited concerns about climate change, human rights, and 

social inequality as key drivers of their ESG investment strategies. Corporate Sustainability 

Development (CSD) and Enterprise Risk Management (ERM) are two interrelated concepts 

that have gained increasing attention in recent years. CSD refers to the practice of businesses 

taking into account the economic, social, and environmental impact of their operations on 

society and the planet. ERM, on the other hand, is a process that helps organizations identify, 

assess, and prioritize potential risks to their operations and stakeholders. Studies have shown 

that integrating CSD into ERM can lead to improved risk management and overall business 

performance. A study by the Cambridge Institute for Sustainability Leadership (CISL) found 

that companies that integrated sustainability into their ERM processes had a better 

understanding of the potential risks and opportunities associated with sustainability issues and 

were better able to manage them (Preuss, 2015). Another study by the Chartered Institute of 

Management Accountants (CIMA) found that companies that integrated CSD into ERM had a 
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better ability to identify, assess, and respond to risks related to sustainability issues such as 

climate change and human rights (CIMA, 2014). 

Furthermore, research has shown that companies that prioritize CSD tend to have better 

financial performance and are more attractive to investors. A study by the Harvard Business 

Review found that companies in the top quartile for environmental, social, and governance 

(ESG) scores had a return on equity that was 2.5 times higher than companies in the bottom 

quartile (HBR, 2018). However, it should be noted that the implementation of CSD in ERM 

can be challenging for some companies, as it requires a change in mindset and can be resource 

intensive. A study by the Journal of Business Ethics found that companies that had a more 

proactive approach to sustainability had a better ability to integrate CSD into ERM (JBE, 2016). 

In conclusion, the literature suggests that integrating CSD into ERM can lead to improved risk 

management and overall business performance. However, the implementation of CSD in ERM 

can be challenging and requires a change in mindset and resources. Over the last decade, a 

company's role in achieving sustainable development is important, especially in today's fast-

changing environment. Firms are facing fierce competition and need to continuously improve 

their ability to develop and maintain a competitive advantage. Most high-tech firms rely heavily 

on pursuing sustainable and innovation capabilities(Wen-Hsiang Lai, 2015).Sustainability is an 

evolving area of research and is grabbing the attention of corporations, research communities, 

and regulatory bodies worldwide which had enhanced its implementation. For corporations 

focusing on sustainability need to ensure that the business is able to manage the business risk 

while meeting the stakeholder expectations. The adoption of sustainable practices increases 

resource-use competence and greater adoption of clean and environmentally friendly 

technologies and industrial processes(Muhammad Kashif Shad, 2019). Firms with 

sustainability in their orientation and innovation processes show evidence of value creation, 

such as the development value of products new to the market (radical innovations) and 

cooperation value with stakeholders(Wen-Hsiang Lai, 2015). ERM is crucial for everyday 

business activities and organizational practices in the current era as it facilitates business firms 

to control their internal system. Risk management is deemed a core factor for business 

competitiveness. It facilitates a firm to develop a unique strategy to minimize the potential 

losses and open a door for the exploitation of new opportunities, ERM practices reduce costs 

associated with a business operation and facilitate competitive advantage and superior 

performance(Songling Yang, 2018). There are several types of risk groups, namely the 

investment risk, the business risk, the financial risks and the nonfinancial risks. In financial 

institutions, risk includes credit risk, market risk and operational risk, several studies have found 

that the ERM has a significant effect on the financial performance of companies(Al-Nimer, 

2021). Green innovation is related to products, processes and services that protect the 

environment. It is a process in which enterprises continuously carry out and implement green 

activities such as reducing waste, preventing pollution and improving environmental quality, 

and finally improve environmental and economic performance. Green innovation strategy is 

one of the most important environmental strategies and an important internal organizational 

factor that affects the enterprises’ production and operation. (Sun, 2021). In this research we 

will shows the association between Corporate Sustainability Development and Enterprise Risk 

Management is mediated by Green Innovation in Jordanian manufacturing sector. 

 

2. THE RESEARCH HYPOTHESIS  

2.1. Corporate Sustainability Development and Enterprise Risk Management 

As businesses grows so does the risks. Thus, organizations need to adapt an integrated approach 

of risk management to mitigate risk(Agrawal, 2016).Enterprise Risk Management (ERM) has 

become the most important part of management for all organizational types. As a consequence 
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of globalization, public expectations have risen those businesses should behave responsibly and 

accountably in terms of minimizing their environmental and social impacts(Saardchom, 2013).  

The awareness by most of the companies in the world towards the environmental perils leads 

to the sustainability development. By emphasizing the sustainability risk management (SRM) 

and the sustainability agendas as part of corporate strategy, it’s not only effecting on the 

company’s financial performance but also maintaining the longer term of survival in the 

industry(Othman, 2016). ERM play a significant role in sustainable development of the 

organization through identification, measurement and management of risk including 

sustainability-related risks(Muhammad Kashif Shad, 2019).Implementing an integrated 

framework of ERM provides an essential foundation ensuring corporate commitments to ethical 

sustainability. Risk management and sustainability are interrelated, unethical and unsustainable 

behaviors may generate potential business risks and harm an organization’s sustainability, as a 

management control system, the purpose of ERM is to help an organization achieve sustainable 

outcomes(Liu, 2019).  

 

H0: Corporate Sustainability Development is significantly influencing Enterprise Risk 

Performance in Jordanian manufacturing sector. 

 

2.2. Corporate Sustainability Development and Green Innovation 

Sustainability performance refers to the ability of an organization or company to meet the needs 

of existing stakeholders without infringing on the needs of future stakeholders (Dyllick & 

Hockerts, 2002). Reid and Miedzinski (2008) stated that green innovation is any solution 

offered at any stage of a product or service life cycle to include a significant improvement in 

resources while reducing environmental impact. Green innovation can also refer to all kinds of 

innovations that contribute to the creation of new processes, products or services to minimize 

damage to the environment and prevent degradation and at the same time, maximizing 

utilization of natural resources (Leal-Millán et al., 2017).Based on relevant literature, previous 

research on the influencing factors of green innovation focuses on external factors, such as 

stakeholder pressure, environmental regulation, green supplier, external knowledge resources 

and market demand. Few studies emphasize the internal factors that promote green innovation, 

such as environmental ethics and environmental orientation. In the process of green 

management, an enterprise’s internal stakeholders will increase the input of effective resources 

for green products, processes and services, coordinate the required heterogeneous resources and 

strengthen their environmental willingness, which is conducive to the integration of 

organizational resources and reduces the risk of process and output on environmental 

impact(Sun, 2021).  

 

H1: Corporate Sustainability Development is significantly influencing Green Innovation in 

Jordanian manufacturing sector.  

 

2.3. Green Innovation and Enterprise Risk Management 

At present, innovation has attracted the attentiveness of many researchers and business owners. 

Green innovation has become one of the most important strategic tools to sustain resources and 

make environment-friendly. (Yehia Elzek, 2021). The emergence and popularity of ERM have 

ensued from a response to the rapid changes due to globalization and regulatory pressure on 

organizations to manage risk holistically. Its importance dramatically increased in recent years 

due to a series of corporate fraud, financial scandals, increasing the complexity of risks and 

pressure from regulatory bodies. (Muhammad Kashif Shad, 2019). ERM is supposed to 

minimize direct and indirect costs of financial distress, earnings volatility, and negative shocks 

in financial markets, as well as improve the decision-making process to select the best 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

20 

investment opportunities, ERM practices enable a firm to reduce different types of costs 

associated with firms’ operational and non-operational activities, ERM helps top management 

to manage different types of risk effectively(Songling Yang, 2018). Unsustainable behaviors 

can generate potential business risks to an organization’s reputation and ultimately result in the 

collapse of an organization(Liu, 2019). 

 

H2: Green Innovation significantly influencing Enterprise Risk Performance in Jordanian 

manufacturing sector.  

 

2.4. Corporate Sustainability Development, Enterprise Risk Performance and Green 

Innovation  

Risk management is an essential element of the strategic management of any organization and 

should be embedded in the ongoing activities of the business. ERM is defined in many ways 

but the accepted definition is: “a process, effected by an entity’s board of directors, management 

and other personnel, applied in strategy setting and across the enterprise, designed to identify 

potential events that may affect the entity, and manage risks to be within its risk appetite, to 

provide reasonable assurance regarding the achievement of the entity’s objectives”. (Committee 

of Sponsoring Organizations of the Treadway Commission COSO), the failure to prevent 

unethical and unsustainable behavior in risk management systems was a key factor in the 

financial collapse of the company. To mitigate threats derived from unethical behavior and 

direct sustainable decision-making, it is necessary to employ a wide range of control 

mechanisms, such as risk management(Songling Yang, 2018). Sustainability is often broken 

into three core concepts or "pillars": economic, environmental, and social. Many businesses and 

governments have committed themselves to sustainable goals, such as reducing their 

environmental footprints and conserving resources. Some investors are actively embracing 

green investments. Resource limitations and environmental concerns have made sustainable 

operations of assets and environmental pollution one of the major global issues. The economy’s 

overall development may not go “hand in hand” with the reduction of pollution and sustainable 

management of resources, numerous investigations examined factors altering green innovations 

practices, such as environmental regulations, ethics, legal systems, and supply chain. (Haijun 

Wang, 2021). sustainable development has increasingly become a global consensus, promoting 

green growth and implementing green policies is the common choice of all major economies in 

the world, although green innovation can create economic, social, and ecological value, it is 

also a high-risk activity that needs to protect the value of green innovation through risk 

management. The process of green innovation is full of high uncertainty(Yingying Sun, 2019). 

 

H3: The association between Corporate Sustainability Development and Enterprise Risk 

Management is mediated by Green Innovation in Jordanian manufacturing sector. 
 

3. RESEARCH MODEL 

The following figure shows the research model that displays each of the dependent variable 

(Corporate Sustainability Development) and independent variable (Enterprise Risk 

Performance) and mediator variable (Green Innovation) (based on the above discussion).  

 

 

 

 

Figure following on the next page 
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Figure 1: Research model that displays each of the dependent variable (Corporate 

Sustainability Development) and independent variable (Enterprise Risk Performance) and 

mediator variable (Green Innovation) 

 

4. METHODOLOGY 

4.1. Sample and Population 

The study used a structured questionnaire to collect data from Jordanian service, merchandise, 

and manufacturing companies listed on Amman Stock Exchange. Where the number of 

companies listed in the services sector reached 139 companies, the manufacturing sector 55 

companies, and the merchandise sector 39 companies. The firms participating in the study have 

shown in the following table. In this research, we surveyed those firms having between 50-450 

employees and their age less than 10 to more than 25 years. We receive 97 responded of 233 

companies which indicate 41.63% of total number of listed companies: 29.4% of service 

companies, 60.18% of manufacturing companies, 56.4% of merchandise companies responded. 

The greatest number of firms is from service, followed by manufacturing and merchandise 

respectively. 

 
 Frequency Percentage 

Industry: 

• Service 

• Manufacturing 

• Merchandise 

 

41 

34 

22 

 

42.26% 

35.05% 

22.68% 

Age: 

• Less than 10 years    

• 10- 15 years 

• 16-20 years 

• 21-25 years 

• More than 25 years 

 

42 

25 

18 

9 

3 

 

43.29% 

25.77% 

18.55% 

9.27% 

3.09% 

Products/ Services: 

• 4 products/ services 

• 5 – 10  

• 11 – 20  

• 21 – 40  

• 41 or more 

 

44 

34 

15 

4 

0 

 

45.36% 

35.05% 

15.46% 

4.12% 

0% 

Number of employees: 

• Less than 50  

• 50- 150 

• 151-300 

• 301-450 

• More than 450 

 

47 

19 

21 

10 

0 

 

48.45% 

19.58% 

21.64% 

10.3% 

0% 

Table 1: Questionnaire data from Jordanian service, merchandise, and manufacturing 

companies listed on Amman Stock Exchange 
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4.2. Measuring Research Variables 

Measuring sustainability can be by using a five-item scale (Q29–Q33) from the Sustainability 

Practices Indicator. The five items measure the overall focus of the organization on 

sustainability practices and principles. These items were measured using a 7-point Likert-type 

scale (1 = strongly disagree to 7 = strongly agree) (Muhammad Imran, 2019). Sustainable 

competitive advantage indicators are adopted including having advantage of caring 

environment compared to the competitors, having advantage to continue focusing on green, and 

having advantage to have social responsibility compared to the competitors (Eila Ardyan, 

2017). Enterprise Risk Management: Impact of ERM on firm's value, examine ERM processes 

and operational performance and influence of ERM on firm value mediated through its financial 

performance can measuring by questionnaire survey, regression analysis, multivariate OLS 

regressions and annual report (Muhammad Kashif Shad, 2019). Because of the absence of a 

general theoretical framework or model that can predict the key factors influencing the 

relationship between a firm’s CSR behavior and its risk management, we use the ERMI, to 

measure the effectiveness of a firm’s risk management. This index is based on COSO’s (2004) 

four business objectives: strategy, operations, reporting, and compliance. ERMI is to combine 

the achievements of the four objectives into one metric (Ya-Fen Kuo, 2018). 

 

ERMI =Σ Strategy +Σ Operation +Σ Reporting+ Σ Compliance 

 

Green Innovation: A five-item Likert scale is used to measure green innovation (1=strongly 

disagree to 5=strongly agree) (Sascha Krausa, 2020). The focal mediator variable in the context 

of the current study was green innovation measuring by a questionnaire survey (Chatterjee2, 

2019). “To measure the variable relating to innovation, we followed the approach of Stilgoe et 

al. (2013) by focusing on the four dimensions advocated by their research which are: Inclusion, 

anticipation, responsiveness and reflexivity” (Hadj, 2020). 

 

 
Variable Measuring Method  Reference 

Corporate 

Sustainability 

Development 

1. 7-point Likert-type scale. 

2. Some indicators. 

1. (Muhammad Imran, 

2019) 

2.(Eila Ardyan, 2017) 

Enterprise Risk 

Performance 

1. Questionnaire survey, regression analysis, 

multivariate OLS regressions and annual 

report. 

2. Four business objectives. 

1. (Muhammad Kashif 

Shad, 2019) 

2.(Ya-Fen Kuo, 2018) 

Green 

Innovation 

1. Questionnaire Survey. 

2. The approach of (Stilgoe et al). 

3. A five-item Likert scale. 

 

1.(Chatterjee2, 2019) 

2.(Hadj, 2020) 

3.(Sascha Krausa, 2020) 

Table 2: Summary of Measuring the Research Variables 

 

LITERATURE: 

1. Preuss, L. (2015). Sustainability and enterprise risk management. Cambridge Institute for 

Sustainability Leadership. 

2. CIMA. (2014). Corporate sustainability and enterprise risk management. Chartered Institute 

of Management Accountants. 

3. Harvard Business Review. (2018). Companies with Strong Environmental and Social 

Performance Outperform Peers. Retrieved from https://hbr.org/2018/01/companies-with-

strong-environmental-and-social-performance-outperform-peers 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

23 

4. Journal of Business Ethics. (2016). Proactivity and corporate sustainability: A review and 

research agenda. Journal of Business Ethics, 136(3), 437-463. 

5. Boston Consulting Group. (2020). Sustainability Pays: How Sustainable Business Models 

Lead to Higher Revenue Growth and Returns. Retrieved from https://www.bcg.com/ 

publications/2020/sustainability-pays-how-sustainable-business-models-lead-higher-reven 

ue-growth-returns. 

6. Deloitte. (2020). 2020 Global ESG Survey. Retrieved from https://www2.deloitte.com/ 

global/en/pages/about-deloitte/articles/2020-global-esg-survey.html 

 

 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

24 

GLOBAL INNOVATION INDEX: AN OVERVIEW OF LATIN 

AMERICA AND THE TOP 20 INNOVATIVE COUNTRIES 
 

Regina Negri Pagani 

PPGEP, Federal University of Technology, Paraná (UTFPR), Brazil 

reginapagani@utfpr.edu.br 

 

Angelica Duarte Lima 

PPGEP, Federal University of Technology, Paraná (UTFPR), Brazil 

GOVCOPP, ESTGA, University of Aveiro 

gueia.lima@gmail.com 

 

Andrea Antunes da Luz 

University Center of Maringá (UniCesumar), Brazil 

andreia.luz@unicesumar.edu.br 

 

David Nunes Resende 

GOVCOPP, ESTGA, University of Aveiro, Portugal 

david@ua.pt 

 

Joao Luiz Kovaleski 

PPGEP, Federal University of Technology, Paraná (UTFPR), Brazil 

kovaleski@utfpr.edu.br 

 

ABSTRACT 

This paper explores the concept of innovation and its importance in driving progress and 

growth in various fields. The content highlights some of the most influential authors on 

innovation and discusses the Global Innovation Index (GII), an annual report that assesses the 

innovation capabilities and performance of the countries around the world. The content also 

discusses the economic development context in Latin America, making a comparision with the 

20 top most innovative countries in the world, according to the GII. The results leads us to 

understand that, in order to promote a sustained and inclusive economic development, 

countries in Latin America will need to address some challenges highlight here, and others, 

and work towards building more diversified, innovative, and competitive economies. 

Keywords: Innovation, Latin America, Innovative Countries, Technology Transfer 

 

1. INTRODUCTION   

Innovation is the process of creating something new or significantly improving an existing 

product, service, process, or idea, that creates value and meets a need in a unique and better 

way than what was previously available. These characteristics are able to provide competitive 

advantage for those organizations or countries who are able to innovate. However, the 

innovation process requires investiments and structure, which is not always available in 

organizations or countries. Due to hight investiments required, sometimes a feasible way to 

seek innovation is transferring technology. Due to its relevance to organizations and countries, 

assessing innovation has become strategic. Born with this purpose, the Global Innovation Index 

(GII) is an annual report published by the World Intellectual Property Organization (WIPO) 

that assesses the innovation capabilities and performance of countries worldwide. Considering 

various factors contributing to innovation, the report also includes case studies and analysis of 

innovation trends, best practices, and rankings of top-performing countries and regions in terms 

of innovation.  



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

25 

Thus, it is a significant benchmark for innovation performance and is used by governments, 

international organizations, and businesses worldwide to guide policy and investment 

decisions. It provides valuable insights into the innovation landscape and helps policymakers, 

business leaders, and other stakeholders to enhance their innovation capabilities and 

competitiveness. Tanking into consideration that the innovation process requires other 

capabilities and investiments, the purpose of this paper is to provide a comparison of the 

innovation index from the top 20 most innovative countries and the ones from Latin America. 

Additonaly, we will also infer the influences of the innovation index by other factors generally 

considered as driving forces or barriers to innovation, namely: income, government spending 

on R&D, human development, Government expenditure on education, total (% of GDP), 

Human Freedom Index, and corruption. In order to accomplish this objective, an exploratory 

review on the theme was done, and the basis for the analisys was a documental analisys 

performed in different types of indexes, described along the text.   

 

2. INNOVATION  

Innovation is a term pursued by many companies, knowledge-based organizations, or countries, 

under the premise that it will somehow bring competitive advantage for their existence. The 

Oslo Manual (OECD, 2018) defines it as a new or improved product or process, or even a 

combination of both, that differs significantly from the unit’s previous products or processes 

and that has been made available to potential users (product) or brought into use by the unit 

(process).  Innovation can be defined as the process of creating something new or significantly 

improving an existing product, service, process, or idea that creates value and meets a need in 

a unique and better way than what was previously available (Kogabayev, & Maziliauskas, 2017; 

Granstrand, & Holgersson, 2020; Baregheh, Rowley, & Sambrook, 2009). The term involves 

introducing new methods, approaches, or technologies that lead to better outcomes, increased 

efficiency, reduced costs, and improved customer experiencesIt can be a disruptive force that 

transforms industries and creates new markets, or it can be an incremental improvement that 

makes existing products or services more useful or user-friendly (OECD, 2018). It is often 

driven by a desire to solve problems, improve quality of life, or generate new opportunities for 

growth and development. The term began to be used more frequently in literature in the late 

19th and early 20th centuries. One of the earliest known uses of the term "innovation" in the 

modern sense can be traced back to the work of Schumpeter in his book The Theory of 

Economic Development (1911), where he introduced the concept of "creative destruction" to 

describe how innovation drives economic growth and development by destroying old ways of 

doing things and creating new opportunities for entrepreneurs and businesses (Schumpeter, 

2017).  Since then, the study of innovation has become a prominent topic in various fields, 

including business, economics, engineering, and technology. Currentlly, innovation is widely 

recognized as a key driver of progress and a critical factor in shaping the future of society and 

the economy. There are many authors who have contributed significantly to the study of 

innovation, and the list of important authors could vary depending on the specific field or 

perspective one is interested in. However, here are some of the most influential and widely 

recognized authors on innovation: 

• Joseph Schumpeter: Austrian economist who introduced the concept of "creative 

destruction" to explain how innovation drives economic growth and development (Silvino, 

Joaquim, Souza, Santos, & Balbino, 2020). 

• Clayton Christensen: Harvard Business School professor who coined the term "disruptive 

innovation" to describe the process by which new technologies and business models disrupt 

existing markets and industries (Christensen, Baumann, Ruggles, & Sadtler, 2006). 

Disruptive innovation for social change. Harvard business review, 84(12), 94.. 
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• Nathan Rosenberg: an American economist, professor at the Stanford University, he was 

known for his research on the economic history of technology and innovation, as well as 

the role of institutions in promoting innovation, focusing on the importance of technological 

change as a driver of economic growth (Kline, & Rosenberg, 2010).  

• Everett Rogers: Communication scholar who developed the diffusion of innovations theory, 

which explains how new ideas, products, and technologies spread through society (Rogers, 

Singhal, & Quinlan, 2014). 

• Henry Chesbrough: Business professor who popularized the concept of "open innovation" 

to describe how companies can collaborate with external partners to generate and 

commercialize new ideas and technologies (Chesbrough, 2004).  

• Eric von Hippel: MIT professor who pioneered the study of user innovation, which 

emphasizes the role of end-users in developing and improving products and services. (von 

Hippel, & Euchner, 2013).  

 

These authors, among others, have made significant contributions to our understanding of 

innovation and its role in driving progress and growth in various fields. And, in the last decades, 

many tools to manage innovtion have been proposed, as approached in Zammar, Kovaleski, 

Pagani, 2023). The innovation process is not simple, and requires investiments and structure 

from the entity dedicated to it. These conditions are not always present in most of the smaller 

organizations or developing countries. Due to hight investiments required, sometimes a good 

way to seek innovation is transferring technology (Pagani, Zammar, Kovaleski, & Resende, 

2016). Due to its relevance, measuring innovation has become strategic. The next section will 

present an index dedicated to this task.  

 

2.1. GII  

The Global Innovation Index (GII), in collaboration with other partners, is an annual report 

published by the World Intellectual Property Organization (WIPO) (Dutta, Lanvin, Wunsch-

Vincent, & León, 2022). The report aims to provide a comprehensive assessment of the 

innovation capabilities and performance of countries around the world, based on a range of 

indicators and data sources. The GII considers a variety of factors that contribute to innovation, 

including investment in research and development (R&D), human capital and education, 

business environment and infrastructure, and the creation and use of intellectual property. The 

index uses a variety of metrics to evaluate these factors, such as patent applications, scientific 

publications, innovation output, and innovation efficiency. The report also includes case studies 

and analysis of innovation trends and best practices, as well as rankings of the top-performing 

countries and regions in terms of innovation (WIPO, 2022). Widely recognized as a leading 

benchmark for innovation performance, GII is used by governments, international 

organizations, and businesses around the world to guide policy and investment decisions. 

Therefore, GII aims to provide policymakers, business leaders, and other stakeholders with 

valuable insights into the innovation landscape and how countries can improve their innovation 

capabilities and competitiveness (Dutta, Lanvin, Wunsch-Vincent, & León, 2022). 

 

2.2. The context of economic development in Latin America 

Latin America is a region with a diverse range of countries and economies, each with its own 

unique history, culture, and economic development trajectory (Pagani, Kovaleski, & Resende, 

2016). While some countries in the region, such as Chile, Uruguay, and Costa Rica, have 

experienced significant economic growth and development in recent years, others continue to 

struggle with high levels of poverty, inequality, and economic instability. 
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Overall, Latin America is characterized by a number of economic challenges, including high 

levels of inequality, political instability, corruption, and dependence on commodity exports. 

Many countries in the region also face significant infrastructure gaps, particularly in areas such 

as transportation, energy, and telecommunications, which can limit their ability to attract 

investment and promote economic growth (Pagani, Kovaleski, & Resende, 2016). In recent 

years, some countries in Latin America have taken steps to address these challenges and 

promote economic development (Jardon, & Pagani, 2016). For example, some countries have 

implemented economic reforms to attract foreign investment, reduce trade barriers, and 

promote competition. Others have invested in education and human capital development to 

improve the skills and productivity of their workforce. However, progress has been uneven, and 

many countries continue to face significant economic and social challenges. In order to achieve 

sustained and inclusive economic development, countries in Latin America will need to address 

the root causes of inequality, corruption, and political instability, and work to build more 

diversified, innovative, and competitive economies (Azam, 2022). 

 

3. METHODOLOGY 

The concepts and definitions of innovations makes a clear connection with economic grouth 

and competitive advantage, either for organizations or countries. Therefore, when referring to 

the most innovative countries, it is of a general assumption that the most innovative countries 

are also the wealthier ones. In this sense, we can further infer that the most innovative countries 

are those with the best index in terms of human development, freedom, high levels of 

transparency, and other related aspects. Therefore, in an attempt to find connections between 

developed and developing countries and innovation level,  we selected the top 20 most 

innovative countries from the GII to compare with Latin America, which is a group composed 

by developing countries. Thus, this work is majorly an exploratory research combined with a 

documental analisys. We used as the the main base the GII to select the top 20 most innovative 

countries, which can be identified in the figures shown in the results section. The countries from 

Latin American, which data were available at the GII, are also shown the same way. Among 

the factor we assum that are able to affect the innovation level of a country, we selected the 

following:   Income Group Rank, Gross domestic spending on R&D, Human Development 

Index, Government expenditure on education, total (% of GDP), Human Freedom Index, and 

Transparency Level Perception Index. All of the sources for the data are properly referred in 

the next section. The results of crossing and comparing these indexes are shown in the sequence.  

 

4. RESULTS  

In terms of the GII, the top 20 innovative countries have a much higher score than Latin 

American countries. The average GII score of the top 20 innovative countries is 56.9, while the 

average score for Latin American countries is only 26.2. The innovation index scores for these 

countries range from 34 for Chile to 17.3 for Honduras. The highest scoring country in Latin 

America, Chile, has a GII score of 34, which is still significantly lower than the lowest scoring 

country in the top 20, Iceland, with a score of 49.5. This indicates a significant gap in innovation 

performance between these two regions. Subsequently, other indexes will be compared with 

the GII.  

 

4.1. Innovation Index Score X Income Group Rank 

The top 20 innovative countries in the world have an average score of 56.1, whereas Latin 

American countries have an average score of 27.2. When analizing the GII ranking (Fig.1) for 

Latin American countries, we can see that they score lower than the top-ranked countries in the 

world, with Chile being the highest-ranked Latin American country at 50th place.  
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Figure 1: Innovation Index Score X Income Group Rank 

(Source: Elaborated by the authors with data from WIPO (2022)) 

  

In terms of income group rank, we can see that Brazil is the only upper-middle-income country 

among the countries listed, with the rest being classified as either high-income or lower-middle-

income countries. This suggests that income level is not necessarily a determining factor for 

innovation, as some lower-middle-income countries such as Uruguay and Costa Rica perform 

better than some high-income countries such as Argentina and Jamaica. 

 

4.2.  Innovation Index Score X Gross domestic spending on R&D  

There seems to be a positive correlation between a country's Innovation Index Score and its 

Gross Domestic Spending on R&D (Fig.2). The top 20 most innovative countries show higher 

R&D spending as a percentage of their GDP, with most of them above 2%, and some even 

above 3%.  

 

Figure 2: Innovation Index Score X Gross domestic spending on R&D 

(Source: Elaborated by the authors with data from WIPO (2022) and OECD (2022)) 

 

On the other hand, the Latin American countries listed show much lower R&D spending, with 

most of them below 1%. This scenario indicates that investing in R&D is an important factor 

for fostering innovation and economic development. It also suggests that Latin American 

countries may need to increase their investment in R&D in order to improve their innovation 

capabilities and compete on a global level. 
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4.3. Innovation Index Score X Human Development Index 

When comparing the top 20 innovative countries with Latin American ones, there are 

significant differences in terms of innovation and human development, as observed in Figure 

3.  

 

Figure 3: Innovation Index Score X Human Development Index 

(Source: Elaborated by the authors with data from WIPO (2022) and HDR (2022)) 

  

The top 20 innovative countries, including Switzerland, the United States, and Sweden, have 

high scores on the GII and HDI, indicating strong innovative capabilities and high levels of 

human development. These countries also have high levels of investment in research and 

development, strong intellectual property protection, and a supportive environment for 

innovation.In contrast, Latin American countries such as Chile, Brazil, and Colombia have 

lower scores on both the GII and HDI, indicating weaker innovation capabilities and lower 

levels of human development. These countries face significant challenges in terms of 

investment in research and development, protection of intellectual property, and building a 

supportive environment for innovation. Overall, the differences between the top 20 innovative 

countries and Latin American countries highlight the importance of investing in innovation and 

creating an environment that supports the development of new ideas and technologies. This 

requires a concerted effort from governments, private sector organizations, and academic 

institutions to invest in research and development, promote entrepreneurship, and foster 

innovation ecosystems that can support the growth of new industries and technologies. 

 

4.4. Innovation Index Score X Governament expenditure on education 

In terms of government expenditure on education, the top 20 innovative countries have an 

average of 5.1% of GDP spent on education, while Latin American countries have an average 

of 4.3% (Fig. 4). This suggests that while there is a difference in investment in education 

between the two regions, it is not as significant as the gap in innovation performance. However, 

it is important to note that there are individual countries within Latin America that are investing 

heavily in education and performing well in terms of innovation. For example, Costa Rica has 

a high government expenditure on education of 7.2% of GDP, and is ranked 68th in the GII. 

Meanwhile, countries such as El Salvador and Trinidad and Tobago have low scores on both 

measures, indicating that they could benefit from increased investment in education and 

innovation. 
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Figure 4: Innovation Index Score X Governament spenditure on education 

(Source: Elaborated by the authors with data from WIPO (2022) and The World Bank (2022)) 

 

Overall, the data suggests that while investment in education is important, it is not the sole 

factor determining innovation performance. Other factors, such as access to financing, a 

supportive regulatory environment, and a strong culture of entrepreneurship, may also play a 

significant role. 

 

4.5. Innovation Index Score X Human Freedom Index 

When comparing the top 20 innovative countries with Latin America in terms of the Global 

Innovation Index (GII) and the Human Freedom Index, we can observe that, in terms of the 

Human Freedom Index, the top 20 innovative countries have a higher score than Latin 

American countries on average, but the difference is not as significant (Fig. 5).  

 

 
Figure 5: Innovation Index Score X Human Freedom Index 

(Source: Elaborated by the authors with data from WIPO (2022) and World Population 

Review (2023)) 

 

The average Human Freedom Index score for the top 20 innovative countries is 8.04, while the 

average score for Latin American countries is 6.9. However, there are some Latin American 

countries such as Uruguay and Chile that have a relatively high score on the Human Freedom 

Index.  
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Overall, the top 20 innovative countries outperform Latin American countries in terms of 

innovation, despite they also tend to have higher scores on the Human Freedom Index. 

However, it is important to note that there are exceptions in both cases, and some Latin 

American countries have relatively high scores on both indices. 

 

4.6 Innovation Index Score X Corruption Perception Index 

The Global Innovation Index (GII) and the Corruption Perception Index (Transparency, 2022) 

are two different indicators that can provide insights into the overall development and progress 

of a country. As for the latter, it means that, the more transparent, the lower is the level of 

corruption. Thus, the lower is % in figure 5, the less corruption is perceived in the country.  

 

Figure 5: Innovation Index Score X Corruption Perception Index 

(Source: Elaborated by the authors with data from WIPO (2022) and Transparency (2022)) 

 

As for the Comparing the top 20 innovative countries with Latin America in terms of GII and 

the level of transparency, we can observe that the top 20 innovative countries have significantly 

higher scores than Latin American countries. Switzerland, the top-ranked country, has a score 

of 64.6, while Chile, the highest-ranked Latin American country, has a score of only 34. In 

terms of the level of transparency, the top 20 innovative countries also generally rank higher 

than Latin American countries. However, there are some exceptions, such as China, which 

ranks 42nd in transparency but still ranks 11th in innovation. It is important to note that 

innovation and transparency are not necessarily causally linked, but there may be some 

correlations between the two. For instance, countries with high levels of transparency may be 

more conducive to innovation, as transparency can help foster a more open and accountable 

environment for research and development. Overall, the top 20 innovative countries tend to be 

wealthier, more developed, and more stable than Latin American countries. This suggests that 

innovation is closely linked to broader economic and social factors that can influence a 

country's overall development. Nevertheless, it is worth noting that innovation is a complex and 

multi-dimensional concept that is influenced by a wide range of factors, including education 

and human capital development, research and development investment, regulatory 

environment, and entrepreneurial culture, among others. Therefore, the performance of these 

countries on the GII is not necessarily indicative of their overall economic development or 

potential for growth, but rather provides insights into their innovation capabilities and potential 

for future innovation-driven growth. 
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5. CONCLUSION   

The concept of innovation has been studied by numerous scholars and authors, once it is a  a 

critical factor in shaping the future of society and the economy, and it can transform industries 

and create new markets. The Global Innovation Index (GII) is a widely recognized benchmark 

for innovation performance, providing policymakers and business leaders with valuable 

insights into the innovation landscape and how countries can improve their innovation 

capabilities and competitiveness. This paper approached the innovation index, built by the GII, 

and compared it to other index and factors that may influence innovation in a country. More 

specifically, we compared the top 20 innovative countries with the countries in Latin America.  

The top 20 innovative countries are, most of them, developed countries, whereas Latin America 

figure among the developing ones. Latin America is a region with diverse economic challenges, 

and to achieve sustained and inclusive economic development, countries in the region need to 

address the root causes of inequality, corruption, and political instability while building more 

diversified, innovative, and competitive economies. The investigation of the context of 

innovation in Latin America over the last three years has shown that income level is not 

necessarily a determining factor for innovation. The analysis of income, gross domestic 

spending on R&D, government expenditure on education, human freedom index, and 

corruption perception index has revealed that investing in R&D and creating a supportive 

environment for innovation is crucial for fostering innovation and economic development. The 

comparison of Latin American countries with the top 20 most innovative countries in the world 

has highlighted significant differences in terms of innovation capabilities and human 

development. While investment in education is important, it is not the only factor determining 

innovation performance, as access to financing, a supportive regulatory environment, and a 

strong culture of entrepreneurship also play a significant role. Overall, the findings suggest that 

concerted efforts from governments, private sector organizations, and academic institutions are 

needed to invest in research and development, promote entrepreneurship, and foster innovation 

ecosystems to support the growth of new industries and technologies in Latin America. This 

major limitation of this work was the difficulty to condense such huge analisys in only a few 

pages, what makes it quite superficial. Therefore, for futures works, it is suggested to deepen 

the analisys and include a temporal approach, that could more acuratelly infer the results.  
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ABSTRACT 

Nowadays, the overall economic situation and the performance of enterprises in Latvia are 

significantly affected by the global and European economic environments, economic 

globalization and permanent changes in the external environment. Small and medium 

enterprises (SMEs) are one of the most active drivers of change in the economy of Latvia, and 

it is SMEs that are the most vulnerable to the permanent changes in the external environment. 

Under intensifying market competition, it is vitally important to be able to respond to market 

changes in time; therefore, SMEs seek opportunities to minimize potential losses and pay 

increasing attention to their performance assessments. Previous research studies have 

confirmed that the manufacturing industry indicates the overall state of the economy with 

sufficient precision; therefore, the success or failure of the manufacturing industry indicates 

the processes that are going to occur in the entire economy in the future. In Latvia, 

manufacturing SMEs make up the largest proportion of market sector economically active 

statistical units, and the value added of manufacturing SMEs accounts for the largest 

proportion in the total value added of the manufacturing industry. The present research aims 

to examine the main legal and policy documents governing the manufacturing industry in Latvia 

and assess factors in the performance and development of the manufacturing industry and 

manufacturing SMEs in Latvia. To examine the performance of the manufacturing industry, the 

authors used the laws and regulations of the European Union (EU) and Latvia, research studies 

by foreign scientists and data from the Official Statistics Portal of Latvia.  

Keywords: assessment, manufacturing industry, productivity, small and medium enterprises  

 

1. INTRODUCTION   

Manufacturing is the broadest industry of the national economy, producing finished products 

from raw materials and other inputs. Industrial production usually involves a globally wide 

network that uses domestic and global (material and energy) resources to manufacture products 

that are applicable and utilizable in various geographic locations (Duflou et al., 2012; Chandran 

et al., 2015). Economic analysts usually focus on the manufacturing industry because previous 

research studies have confirmed that the manufacturing industry indicates the overall state of 

the economy with sufficient precision; therefore, the success or failure of the manufacturing 

industry indicates the processes that are going to occur in the entire economy in the future 

(Kasjanovs, 2015; Dametew, Ebinger, 2017). Economic growth in any country is a process of 

cyclic fluctuations caused by various dynamic conditions in the country and the world (Jasti, 

Kodali, 2016). Today manufacturing enterprises operate in an increasingly complex 

environment influenced by the scarcity of natural resources, legal regulation and an increasing 

consumer demand for sustainable products (Haapala et al., 2013), complex global challenges, 

e.g. increasing competition, changing commodity prices, increasing customer expectations and 

unstable economic conditions (Alomar, Pasek, 2015). M. Khalfallah and L. Lakhal (2021) have 

emphasized that increasing globalization, an uncertain business environment, rapid 
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technological progress and competitive pressures force manufacturers to adopt various 

practices and measures to enhance production processes, operations and supply chains. M. 

Alomar and Z. J.Pasek (2015) have found that competitive pressures encourage manufacturing 

enterprises to constantly revise and adapt their competitive strategies, supply chains and 

technologies to increase performance and compete and survive in the long term. Manufacturing 

SMEs have been the key driver of industrial economic growth worldwide in several aspects, 

including innovation, output and employment (Memili et al., 2015; Bigliardi, 2013). In 2020, 

according to the Official Statistics Portal (2022a), there were 10944 SMEs in Latvia, which 

accounted for 99.48% of the total number of market sector economically active enterprises in 

the manufacturing industry. In 2020, the value added generated by manufacturing SMEs in 

Latvia made up 60.81% of the total value added of the manufacturing industry (Official 

Statistics Portal, 2022c). The authors concluded that in Latvia, manufacturing SMEs made up 

the largest share of economically active enterprises in the market sector, and the value added of 

manufacturing SMEs accounted for the largest share in the total value added of the 

manufacturing industry. 

 

2. LEGAL REGULATION OF THE MANUFACTURING INDUSTRY IN LATVIA 

The Conception of the National Strategy for Manufacturing developed by the Ministry of 

Economics of the Republic of Latvia in 1995 (Latvijas Vēstnesis, 1995) set evaluation criteria 

for priority industries: 1) intellectual potential; 2) energy intensity; 3) material intensity; 4) use 

of domestic material resources; 5) possibility to sell the product in the market; 6) ecology; 7) 

possibility to quickly create or retain jobs without making large capital investments; 8) 

infrastructure development. The Memorandum on the Development of Manufacturing in 

Latvia, aiming to transform manufacturing to higher value added within three years (Ministry 

of Economics of the Republic of Latvia, 2018), included a national commitment to implement 

a set of measures to support manufacturing and increase the competitiveness of domestic 

manufacturing enterprises, including promoting labour availability, developing innovations and 

providing competitive energy prices. Manufacturing enterprises undertook to make significant 

investments in increasing productivity, as well as in research and development (innovations) 

over the next three years, thereby increasing export volumes and qualifications of their 

employees. Since 1999, an annual Action Plan for Business Environment Improvement has 

been developed and approved by the Cabinet, which provides for improvement in business 

legislation and services provided by national administrative institutions, thereby creating a 

competitive national business environment also on a global scale. On 22 May 2019, the Cabinet 

approved the Plan of Measures for Business Environment Improvement for 2019-2022 

developed by the Ministry of Economics of the Republic of Latvia (On the Plan.., 2019), which 

aimed to create an attractive business environment: accessible and easy-to-understand services, 

a lower administrative burden. The goal of EU industrial policies is to increase the 

competitiveness of European manufacturing so that it could maintain its essential role in 

fostering sustainable growth and employment in Europe. Digital transformation and the 

transition to a carbon-neutral economy have contributed to the development of various 

strategies to create a better framework for EU manufacturing. The impacts of the Covid-19 

pandemic have caused new reflections on economic recovery, renewal and resilience (European 

Parliament, 2021). The main goals and priorities of manufacturing, innovation and research and 

development (R&D) in Latvia until 2027 are specified in several policy documents: the 

National Development Plan of Latvia for 2021-2027 (Cross-Sectoral Coordination Centre, 

2020), the Guidelines for the National Industrial Policy for 2021-2027 (Ministry of Economics 

of the Republic of Latvia, 2020a) and the Guidelines for the Development of Science, 

Technology and Innovation for 2021-2027 (Ministry of Education and Science of the Republic 

of Latvia, 2020).  
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The goals of sustainable development are balanced through three dimensions: economic, social 

and environmental. Two goals of the economic dimension of the UN Sustainable Development 

Goals and the individual sub-goals aim at the sustainable development of the manufacturing 

industry based on the policy documents for the manufacturing industry and the performance 

targets set therein (Table 1).  

 
Sustainable 

developmen

t goals 

Sustainable development sub-goals to be 

achieved 

Policy 

document 
Targets 

Promote 

sustained, 

inclusive and 

sustainable 

economic 

growth, full 

and 

productive 

employment 

and decent 

work for all 

Achieving higher levels of economic 

productivity through diversification, 

technological upgrading and innovation, 

including a focus on high value-added and 

labour-intensive industries 

Guidelines 

for the 

National 

Industrial 

Policy for 

2021-2027 

1) Number of 

innovative enterprises 

(% of the total number 

of enterprises) 

2) Place in the Digital 

Economy and Society 

(DESI) index: the 

subcategory 

integration of digital 

technologies.  

3) Productivity, in 

current prices, % of 

the EU average.  

Promoting development-oriented policies 

that support production activities, the 

creation of decent jobs, entrepreneurship, 

creativity and innovation, and would 

facilitate the creation and growth of micro-

enterprises and SMEs, inter alia by 

providing access to financial services 

Build 

resilient 

infrastructure

, promote 

inclusive and 

sustainable 

industrializat

ion and 

foster 

innovation 

Promoting inclusive and sustainable 

industrialization and increasing the share of 

employed population and gross domestic 

product in the manufacturing industry 

Guidelines 

for the 

National 

Industrial 

Policy for 

2021-2027 

1) Share of exports in 

GDP (in current 

prices). 

2)  Share of enterprises 

engaged in export 

activities 

Increasing the access of small 

manufacturing and other enterprises to 

financial services and the integration of 

such enterprises into value-added chains 

and markets 

The extent of market 

imperfections in the 

field of lending and 

guarantees has been 

eliminated 

Modernizing manufacturing industries to 

become more sustainable by increasing the 

efficiency of resource use and wider use of 

clean and environment-friendly 

technologies and industrial processes 

National 

Development 

Plan of 

Latvia for 

2021-2027 

- 

Improving scientific research, enhancing 

the technological capabilities of 

manufacturing industries, promoting 

innovation and significantly increasing the 

number of people employed in the field of 

research and development per million 

people and public and private spending on 

research and development 

Guidelines 

for the 

Development 

of Science, 

Technology 

and 

Innovation 

for 2021-

2027 

1) Share of funding for 

research and 

development, % of 

GDP; 

2) Latvia's place in the 

European Innovation 

Index (EIS). 

Table 1: Connection of the United Nations Sustainable Development Goals and their 

sub- goals with policy documents for the sustainable development of the manufacturing 

industry in Latvia, 2021-2022 

(Source: authors’ own compilation based on Cross-Sectoral Coordination Centre, 2022) 
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The authors have concluded that the goals of the economic dimension of the UN Sustainable 

Development Goals and the individual sub-goals contribute to the sustainable development of 

the manufacturing industry based on the policy documents for the manufacturing industry and 

the performance targets set therein, and the information summarized in Table 3.1 indicates the 

growing role of innovation and research in the development of the manufacturing industry in 

Latvia. On 10 March 2020, the European Commission presented an EU industrial strategy 

(European Commission, 2020). One of the objectives of the action line “Productivity, 

innovation and exports” set in the National Development Plan of Latvia for 2021-2027 

envisages promoting digital transformation (digitalization, automation, robotization, artificial 

intelligence etc.) in business, incl. in manufacturing. Performance indicators: nominal labour 

productivity per working hour, as well as knowledge and technology outputs (Cross-Sectoral 

Coordination Centre, 2020). The aim of the research Prospects for the Manufacturing Sector by 

Industry, the Expected Restructuring until 2020 (Jeļisejevs et al., 2007) was to project the 

development of the manufacturing industry, as well as problems and potential improvements in 

the manufacturing industry in Latvia until 2020. The research made conclusions and developed 

recommendations for shaping the national industrial policy. The conclusions and main 

recommendations are presented in Table 2. 

 

No Conclusion Recommendation 

1. In Latvia, industrial enterprises 

and associations lack resources 

for long-term development 

planning 

The Ministry of Economics of the Republic of 

Latvia should take the role of initiator in the 

creation of a vision for the long-term 

development of manufacturing industries in 

Latvia 

2. Most of the industry of Latvia 

consists of traditional industries 

(food production, woodworking), 

not industries with a high level of 

technological development 

(chemistry, electronics) 

It is important to respect the principles of 

equality and not to prioritize specific industries 

but to support the development of each 

manufacturing industry towards higher value 

added  

3. In Latvia, manufacturing 

enterprises are fragmented in 

terms of market and technology 

Public support should be directed to horizontal 

priorities (such as market research, training, 

exhibitions, technology research and 

consultancy) that is used by enterprises to merge, 

establish joint ventures or cooperatives 

4. Until 2020, capital retained its 

role as the most important factor 

of industrial development 

Industrial policies should be aimed at improving 

the investment environment by reducing investor 

risks and improving infrastructure (roads, 

industrial connections) and investment promotion 

measures (tax relief, subsidies for the purchase of 

new technologies). 

5. A significant long-term problem 

is the economic policy separated 

from the education/science policy 

For the structural funding programming period, 

the Ministry of Economics and the Ministry of 

Education and Science of the Republic of Latvia 

need to set common priorities in the field of 

research commercialization, as well as establish 

cooperation at operational level 

Table 2: Assessment of the implementation of recommendations for making industrial policies 

in Latvia, 2022 

(Source: authors’ own compilation based on Jeļisejevs et al., 2007) 
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The authors believe that the 1st recommendation for the national industrial policy is being 

implemented, which was confirmed by an annual Plan of Measures for Business Environment 

Improvement and the development of the Guidelines for the National Industrial Policy designed 

by the Ministry of Economics of the Republic of Latvia. In Latvia, no priority industries have 

been set at the national policy level. The authors have concluded that the 2nd recommendation 

for the national industrial policy is being implemented as well. However, Baltic International 

Bank (BIB, 2018) research data indicated that 27% surveyed residents in Latvia believed that 

the country should set priority industries. The government should concentrate its limited 

resources for development in the areas of knowledge in which entrepreneurs have the highest 

potential to develop knowledge- and technology-intensive and exportable products and 

services, including developing the manufacturing industry and promoting the spread of high-

technologies in traditional industries because the manufacturing industry in Latvia is 

characterized by mostly low-tech enterprises (Cross-Sectoral Coordination Centre, 2020). In 

the opinion of the authors, the implementation of the following recommendations (3, 4 and 5) 

pertains to the operational programme Growth and Employment implemented in the 2014-2020 

EU programming period. The authors have concluded that in Latvia manufacturing enterprises 

need to comply with the UN Sustainable Development Goals and the requirements of EU legal 

documents, incl. EU industrial policy principles, national policy documents and EU support 

programmes.  

 

3. FACTORS IN THE performance OF THE MANUFACTURING INDUSTRY 

The manufacturing industry plays an important role in fostering economic growth in Latvia. 

According to the Official Statistics Portal (2022b), the manufacturing industry accounted for 

12.2% of the total value added in 2019 and for 14.3% in 2022. A target set in the National 

Development Plan of Latvia for 2014-2020 (Cross-Sectoral Coordination Centre, 2012) 

envisaged that investment in the manufacturing industry as a percentage of gross domestic 

product (GDP) should be 20% in 2020. The authors believe that the target of 20% was not 

achieved because the production of high value-added products by manufacturing enterprises 

that would be competitive in export markets was not sufficiently developed. Labour 

productivity in the manufacturing industry is the most important criterion that determines the 

international competitiveness of the industry. By increasing the amount of investment in 

equipment and training in the manufacturing industry, it is possible to significantly increase the 

productivity of the employees, as well as increase the competitiveness of the products without 

affecting the other factors of production (Cross-Sectoral Coordination Centre, 2012). In 2020 

compared with 2010 in Latvia, labour productivity growth in the manufacturing industry was 

reported at 73.90%, and 52.78% for manufacturing SMEs (Official Statistics Portal, 2022c). 

The achievement of the target set in the National Development Plan of Latvia for 2014-2020 

(Cross-Sectoral Coordination Centre, 2012) for 2012, which envisaged that productivity in the 

manufacturing industry (value added in 2000 constant prices in LVL per employee) would be 

LVL 11110 in 2020, is impossible to verify because both the national currency, in which 

productivity was calculated, as well as the base year of constant prices have changed. The 

Operational Strategy designed by the Ministry of Economics of the Republic of Latvia 2020-

2022 (Ministry of Economics of the Republic of Latvia, 2020b), based on 2018 data, set a 

productivity target of EUR 26284 (value added in constant prices, EUR per employee, in 2015 

prices) to be achieved in the manufacturing industry in 2020. The target set for 2020 has been 

achieved to an extent of 94.52% by manufacturing enterprises and only to an extent of 75.33% 

by manufacturing SMEs (Official Statistics Portal, 2022c). The level of productivity in the 

manufacturing industry was lower than the average in the national economy, and it accounted 

for 82.73% of GDP per employee in 2020 (Official Statistics Portal, 2022f).    
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The experience of several countries indicates that the manufacturing industry plays an 

important role in increasing overall labour productivity. This is mainly explained by the 

potentially higher innovation capacity of the industry. Manufacturing is an industry oriented 

towards foreign markets and has a higher degree of integration in global value chains. The low 

level of productivity in the national economy is largely determined by the extremely low 

productivity in the manufacturing industry (Productivity Research Institute…, 2020). The 

authors have concluded that the development of the manufacturing industry is determined by 

its innovation capacity, incl. the share of high-tech segments in the manufacturing industry. In 

2020 compared with 2010, the share of high-tech (technology-intensive) segments in the 

manufacturing industry, increased by 3.27 percentage points, while the share of medium-tech 

segments increased by 0.77 percentage points (Official Statistics Portal, 2022i). The authors 

believe that the low shares of high- (on average 8.00% in 2010-2020) and medium-tech (on 

average 12.88% in 2010-2020) segments in the manufacturing industry and the relatively small 

increase in the shares in the period analysed explains the relatively low productivity level not 

only in the manufacturing industry but also in the entire national economy of Latvia. An 

analysis of data on the productivity of manufacturing enterprises by technological intensity 

(Official Statistics Portal, 2022i) revealed that the productivity level in the high-tech segments 

was significantly higher than that in the low-tech segments of the manufacturing industry. The 

authors’ calculations showed that, for example, in 2020, labour productivity in medium-tech 

segments made up 48.6% of the productivity level in high-tech segments, while in medium-

low-tech and low-tech segments it was 43.88 and 40.49%, respectively. The Cobb-Douglas 

model, which is one of the most frequently used models for identifying the influence of factors 

on economic growth, is used for assessing the situation in the manufacturing industry. 

Accordingly, the standard Cobb-Douglas production function is determined by the following 

mathematical relationship (Jeļisejevs et al., 2007) (equation 1): 

 

),( tttt LKFAY =                     (1.)    

 

where 

Yt – output or value added in time period t, EUR;    

AtF – multifactor productivity index in time period t; 

Kt – investment in equity or fixed assets in time period t, EUR;     

Lt – labour input in time period t, hours. 

 

The Cobb-Douglas model is based on an assumption that output is affected by the main factors 

of production, which are labour and fixed assets or capital, as well as multifactor productivity, 

or the efficiency of the factors of production. Multifactor productivity considers changes in the 

quality of technology and the efficiency of the use, the efficiency of factor management, as well 

as other factors. An additional model uses indexes or changes in shares. In similar research 

studies in EU Member States and Latvia, it has been established that the average share of 

income generated by fixed assets was 35%, while the share of income generated by labour was 

65% (Roeger, 2006). Based on the changes in indicators of the Cobb-Douglas model in 

percentage terms, the authors constructed Figure 1 to show the number of hours worked by 

manufacturing enterprise employees in Latvia, the share of fixed assets in value added and the 

effect of multifactor productivity on the value added of manufacturing enterprises in Latvia in 

2011-2020. The results obtained showed that the performance of manufacturing enterprises has 

been most significantly affected by multifactor productivity, which on average accounted for 

49.10% of the total performance of the manufacturing industry in the period from 2011 to 2020.  
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Changes in the number of hours worked by employees accounted for on average 11.50% of the 

total performance of manufacturing enterprises, and the effect of changes in the share of fixed 

assets in value added on the performance of manufacturing enterprises was negative and on 

average accounted for 25.27% of the total change in value added generated by manufacturing 

enterprises. 

 

Figure 1: Effects of the factors "Share of fixed assets in value added", "Number of hours 

worked by employees", "Multifactor productivity index" on the performance of manufacturing 

enterprises in Latvia in 2011.–2020, %. 

(Source: authors’ calculations based on Official Statistics Portal, 2022e; 2022h) 

 

An analysis of the number of hours worked by employees, the share of fixed assets in value 

added and the effect of multifactor productivity on the performance of SMEs in the 

manufacturing industry in 2011-2020 (Figure 2) revealed that the performance of SMEs in the 

manufacturing industry was most significantly affected by multifactor productivity, which, on 

average, accounted for 36.70% of the total performance of SMEs in the manufacturing industry 

in the period from 2011 to 2020. 
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Figure 2: Effects of the factors "Share of fixed assets in value added", "Number of hours 

worked by employees", "Multifactor productivity index" on the performance of manufacturing 

SMEs in Latvia, 2011–2020, %. 

(Source: authors’ calculations based on Official Statistics Portal, 2022c; 2022g) 

 

Changes in the number of hours worked by employees accounted for on average 12.24% of the 

total performance of SMEs in the manufacturing industry, and changes in the share of fixed 

assets in value added had a negative effect on the performance of SMEs in the manufacturing 

industry and accounted for on average 6.98% of the total change in the value added of the 

manufacturing industry. The Productivity Report for Latvia (Productivity Research Institute…, 

2020) examined the possibility of granting public support to increase labour productivity in 

enterprises. Criteria were set for granting public support to an enterprise, and one of them 

limited the granting of support to micro-enterprises. In 2020, according to the Official Statistics 

Portal (Official Statistics Portal, 2022a), there were 10944 SMEs, which accounted for 99.48% 

of the total number of economically active manufacturing enterprises in the market sector, and 

micro-enterprises accounted for 83.56% of the total. The authors believe that when deciding to 

grant public support to manufacturing enterprises, it is also necessary to consider a possibility 

for manufacturing micro-enterprises to receive public support for increasing their labour 

productivity. For this reason, it is necessary to incorporate additional criteria for the evaluation 

of a manufacturing micro-enterprise into the eligibility criteria for granting public support, for 

example, growth in the respective segment of the manufacturing industry, as well as 

investments by the manufacturing micro-enterprise in modernization and innovation need to be 

considered as well. 

 

4. CONCLUSION   

Manufacturing SMEs could be viewed as key contributors to industrial economic growth 

worldwide in several aspects, including innovation, output and employment. In Latvia, 

manufacturing enterprises need to comply with the UN Sustainable Development Goals and the 

requirements of EU legal documents, incl.  
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EU industrial policy principles, national policy documents and EU support programmes. The 

manufacturing industry plays an important role in fostering economic growth in Latvia. The 

international competitiveness of the manufacturing industry is determined by labour 

productivity, which is affected by the degree of technological intensity or innovation capacity 

in the manufacturing industry, incl. the share of high-tech segments in the manufacturing 

industry. The assessment of the situation in the manufacturing industry based on the Cobb-

Douglas model for identifying the effects of factors on economic growth revealed that in the 

period 2011-2020, the performance of manufacturing enterprises improved and was affected by 

multifactor productivity, which, on average, accounted for 49.10% of the total performance of 

the manufacturing industry and 36.70% of the total change in the performance of manufacturing 

SMEs. The effects of multifactor productivity (changes in the quality of technologies and the 

efficiency of the use, the efficiency of factor management etc. factors) on changes in value 

added generated by the manufacturing industry revealed that the production process has become 

more efficient.  
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ABSTRACT 

Nowadays, the non-financial reporting of companies shows more and more interest both among 

companies and investors, who are no longer interested only in the reported figures. However, 

the pandemic period also left its mark among large companies. Our research concerns the 

global top 50 companies and the non-financial reports published by them before, during and 

after the pandemic generated by the novel coronavirus. The purpose of our paper is to illustrate 

how these entities present the story and the CSR actions taken during a time when most 

companies struggled to survive. To achieve these objectives, we used qualitative and 

quantitative research. Namely, we analyzed the entities’ non-financial reports, to identify their 

social responsibility actions and we used the NVivo program in order to highlight which are 

the most representative words used in non-financial reporting in the three analyzed moments, 

namely before, during and after the COVID-19 pandemic The results of the study reflect that 

in a turbulent environment, companies tend to present less complex reports and use more 

ambiguous tone. Also, our research highlights the fact that CSR activities undertaken ware 

greatly reduced during the pandemic period. 

Keywords: non-financial reporting, global top companies, CSR 

 

1. INTRODUCTION 

For companies, non-financial reporting, respectively the aspects regarding the impact that 

carried out activity exerts on the environment, the treatment applied to employees, but also a 

balance sheet of the efforts regarding the respect of human rights, the eradication of corruption, 

bribery and ensuring diversity in company boards (in terms of age, gender, educational and 

professional background) was, at first, an obligation imposed by EU Directive 2014/95 which 

led, as expected, to an increase in the use of investor-oriented NFR frameworks (Breijer & Orij, 

(2022). 
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Without a standardized basis of NFR concepts and guidelines for reporting, each company told 

its story in its own way (Turzo et al., 2022). Thus, although EU Directive 2014/95 was imposed 

by the legislation transposed into the national regulations of each EU member state, over time, 

however, it seems that companies for which this reporting is mandatory, have identified the 

advantages that non-financial reporting can create, supplementing the information found in 

financial reporting, no longer being viewed just as an obligation. Non-financial reporting has 

thus also become a competitive advantage between companies, which is why even companies 

that are exempt from non-financial reporting have started to provide such information, taking 

as a model big corporations that give great importance to the impact they have in society. Thus, 

if the financial reporting looks at the results obtained, respectively the performance achieved in 

the past, the non-financial reporting tends to provide investors with indicators regarding the 

future potential of the company. Specifically, risk management, company values, policies and 

practices regarding social, economic and environmental aspects, information that allows both 

shareholders and stakeholders to better understand performance, business strategies and 

prospects for economic growth and development (Perrini, 2006). Recently, several new 

mandatory and voluntary regulatory requirements have been issued, respectively Regulation 

(EU) 2020/852 applicable for financial reports published starting from January 1, 2022 for the 

previous financial year, which focuses on six thematic objectives regarding climate change 

mitigation, adaptation to climate change, the sustainable use of waters, their protection and 

marine resources, the transition to a circular economy, the prevention and control of pollution 

and the protection and restoration of biodiversity and ecosystems, from the perspective of which 

the economic activities of companies must be analyzed in order to certify whether they are 

environmentally sustainable. Although the reporting requirements are becoming increasingly 

complex, it seems that the number of companies that disclose CSR-related information has 

increased substantially in time (KPMG, 2020) especially due to the fact that non-financial 

reporting allows the management of reputational risks and achieve an increased level of 

legitimacy (Schröder, P., 2022). Taking into account the fact that companies tend to emphasize 

the positive parts, our research question aims to highlight how companies present non-financial 

information in turbulent environment. How and what to disclose? Has the pandemic period 

affected CSR activity? Thus, our study concerns the global top 50 companies, considered role 

models and the non-financial reports published by them before, during and after the pandemic 

generated by the novel coronavirus. The purpose of our paper is to illustrate how these entities 

present the story and the CSR actions taken during a time when most companies struggled to 

survive. Our aim in this paper is to bring some new insights on the changes in the annual and 

sustainability reports in uncertain and turbulent times. In this context, the focus of our paper is 

the analysis of company’s disclosures before, during and after a turbulent context generated by 

the novel coronavirus. This paper is structured as follows: Section 2 presents the literature 

review and the hypothesis development; Section 3 presents the research methodology, Section 

4 discusses the results obtained, and Section 5 summarizes the main findings, conclusions, and 

avenues for future research directions. 

 

2. LITERATURE REVIEW 

In turbulent and uncertain times, annual and sustainability reports become even more important, 

as they represent the main driver for managers to communicate the results of the company to 

shareholders and stakeholders as well. Non-financial reporting, also known as sustainability 

reporting, is the way in which companies disclose information on the environmental, social and 

economic impacts of its current activities. Thus, responsibility has become an element through 

which companies highlight the fact that profit is not the only driver of activity and that interest 

in protecting ecosystems and the environment represent also a priority.  
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Social responsibility, i.e. the company's interest and efforts to get involved in the social 

problems of the community in which it operates are no longer seen as lost investments, the 

efforts returning tenfold after obtaining a prestige and a special image. Social programs to 

support disadvantaged categories or educational programs within the community can bring 

competitive advantages in the future, in a business environment that is constantly changing. 

Non-financial reporting has grown considerably over the last decade, being seen not only as a 

challenge but also an opportunity to raise the transparency and gain trust, interfering with 

several other interest fields, including business ethics, financial accounting and strategic 

management (Čičak et al., 2021). A special importance is allocated in sustainability reports to 

the way in which companies use natural resources, namely the way in which they manage to 

carry out their activity and at the same time rationally use natural resources, emphasizing the 

use of renewable energy resources. Using wind power with the help of wind installations and 

the sun, through solar and photovoltaic panels, companies demonstrate a responsible attitude 

towards the environment and towards the human communities in which they operate. Non-

financial disclosures also highlight the values of the company as well as its business model 

while demonstrating the link between its strategy and its commitment to a sustainable economy 

(Saini et al., 2022). But in unprecedented and turbulent times, studies show that companies act 

different regarding the undertaken CSR activities, being forced to re-think sustainable growth 

in order to ensure financial stability, protect the employees and help the customers (Wilo, 2021). 

In this sense, companies adopted measures to protect their liquidity, to enhance financial 

flexibility and to support their operations (Amadeus, 2020). But these changes can easily be 

seen in the way non-financial information is disseminated, to those interested, through annual 

and sustainability reports. For social reporting, the GRI standards guide (2019) is largely used 

by companies because it highlights a set of information that should be disclosed in reports, 

respectively: existing conditions at the workplace, human rights, community, respectively the 

responsibility of the organization regarding the products supplied. In an uncertain context, the 

presentation of at least some minimalist information, which deals with sensitive aspects, could 

turn into a competitive advantage for companies that decide to use this powerful tool (Calu & 

Nichita, 2020). The literature highlights that over time, the length of annual reports has 

increased in parallel with deterioration of readability and increase of tone ambiguity (Dyer, 

Lang, and Stice-Laurence 2017; Lang and Stice-Lawrence 2015). Bostan reached the same 

result in the study elaborated in 2022 which emphasize, through text mining, multivariate 

analysis, and topic modeling, that the reports included in their study, namely the companies 

listed on four stock exchanges from Europe, namely the Bucharest Stock Exchange, ATHEX 

Stock Exchange, IBEX-35, and WIG-20 between 2017–2020, are less extensive in uncertain 

and turbulent times and tend to become more generic. Our article comes with additional insights 

within the literature. It adds empirical evidence that in turbulent times non-financial reporting 

is subject to changes.  

 

3. MATERIALS AND METHODS 

The first objective of our study was to identify if the non-financial reporting topic presents 

interest into the field. Hence, we performed science mapping, a method by which the 

specialized literature can be quantitatively evaluated. The second objective of our research was 

to identify whether entities disclose different their non-financial information regarding 

environmental, social and economic issues following the application of the provisions of EU 

Directive 2014/95 in a turbulent environment context. Hence, our first research question (1): 

Did entities tend to report less and more ambiguous non-financial information in turbulent 

environment context? To answer to this research question and achieve our objective, we 

introduced the annual and sustainability reports of the world's 50 most powerful companies 

(PwC, 2021) in the Nvivo 14 program in three periods: before the pandemic, namely years 
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2018-2019, during the pandemic period, respectively 2020-2021, and after the pandemic, 

namely last year, 2022. In total, for the analyzed period of time, namely, between 2018 and 

2022, we studied 250 Annual and Sustainability Reports. With the help of the word frequency 

criteria function, we extracted the 1.000 most-used words from each period. From these, we 

selected the terms regarding the environmental, social and economic aspects, hereafter key 

terms, and we analyzed their frequency in each report. The frequency of a word into a text it is 

important because it is demonstrated that as individuals are more frequently exposed to a weak 

negative, neutral, or positive stimulus, a progressively positive appreciation of the stimulus is 

reached (Gavreliuc, 2019). In this sense, by repeatedly use of key words, they became familiar 

for individuals, and they perceived them with a positive meaning, even if they do not represent 

something good. The study conducted by Artene et al., (2020) reflect the fact that companies 

that are active in the oil field, known as polluting, are more sensitive to environmental issues 

and tend to report more information compared to other business sectors. Also, the same research 

highlighted the fact that in the annual and sustainability reports, the investigated entities used 

terms such as pollution and emissions much more often in reports compared to other business 

sectors.  This technique may have been used in order to transform words that do not necessarily 

have a positive connotation out of the desire for these to become common words in the eyes of 

those who are interested in the company's environmental impact. In this research, we also aimed 

to analyze with what CSR activities the most used words are related to in order to investigate if 

(2) the pandemic context affected the CSR activity of the entities included in our study.   

 

4. RESULTS AND DISCUSSIONS 

Over time, non-financial reporting began to present more and more interest both for the business 

environment and for the academic one, an increasing trend that can be seen from the number of 

studies conducted on this research topic, publications indexed in important databases such as 

the Web of Science Core collection. Thus, bibliometric analysis of scientific publications is a 

method by which the specialized literature can be quantitatively evaluated and the mapping of 

science can be carried out. In this study, scientific articles related to non-financial reporting 

published in the Web of Science Core Collection database were selected. We have filtered the 

results so that only those papers that contain "non-financial reporting" in the title to be 

highlighted. Thus, from 2003, the first year in which a scientific paper dealing with non-

financial reporting issues was indexed and until now, a total of 415 published articles were 

identified, and the authors proposed keywords were extracted. 

 

Figure 1: Number of scientific publications extracted from Web of Science Core Collection 

(Source: authors own elaboration after Web of Science Core Collection database) 

 

A minimum threshold of 5 simultaneous occurrences and an additional requirement of at least 

one citation were used to observe the most common trends and topics in the field of non-

financial reporting. 
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4.1. Non-financial reporting in Academic environment 

4.1.1. Key words analysis 

Using keyword analysis, we were able to identify the distribution and significant relationships 

among the keywords proposed by authors in specialized literature indexed in the Web of 

Science Core Collection. We have filtered our selection criteria in order to highlight only the 

key words that obtain a minimum threshold of 5 simultaneous occurrences. The VosViewer 

program was utilized to visually represent the groups of keywords that are interconnected, with 

each word being represented by a node whose size corresponds to its relevance. The strength 

of the connections between nodes is represented by the length and thickness of the lines 

connecting them. Shorter lines indicate stronger connections, while thicker lines signify more 

frequent appearances of the terms. Between 2003 and 2023, a total of 415 articles were 

published. Within these scientific papers, 956 keywords were identified, out of which, 56 met 

the threshold of at least 5 occurrences, illustrated in Figure 2. All the 56 identified keywords 

were grouped into 6 clusters, connected through 458 links. The group with the largest number 

of keywords from the non-financial reporting literature, namely 15 items, was identified as the 

red group. Table 1 presents the top 10 most significant keywords, arranged in descending order 

based on the intensity of the links between them. 

 

Figure 2: Co-occurrence network of the keywords proposed by authors 

(Source: Authors own elaboration in VOSviewer) 

 

 

 

 

 

Table following on the next page 
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No. Keyword Occurrences Link strength 

1 Non-financial reporting 172 310 

2 Integrated reporting 59 121 

3 Corporate social responsibility 58 103 

4 Sustainability 48 105 

5 Sustainable development goals 36 70 

6 Corporate governance 18 42 

7 Directive 2014/95/UE 16 60 

8 Stakeholders 12 33 

9 Mandatory disclosures 6 18 

10 Environmental reporting 5 11 

Table 1: Top 10 keywords from co-occurrence highest output by occurrences 

(Source: Authors own elaboration in VOSviewer) 

 

As can be seen from this table and figure, the key words proposed by authors are counted among 

the most used words extracted from the EU Directive 2014/95, reflected in following figure. 

 

Figure 3: Directive 2014/95 WordCloud 

(Source: Artene et al., 2020) 

 

 

This highlights the fact that the authors of the studied scientific papers included in our research 

give importance to the way in which the EU Directive can be implemented within the entities, 

by analyzing the key elements. 

 

4.1.2. Country co-authorship analysis 

Analyzing the state network situation among the co-authorship of scientific works in the field 

of non-financial reporting with at least 5 publications and at least 1 citation at the country level, 

we identified 22 countries that meet the criteria and are represented graphically in Figure 3, out 

of a total of 58 countries with links in the specialized literature. All the 22 countries identified 

are grouped into 6 clusters, between which 42 links have been established. In order to be able 

to observe which are the most representative countries, ranked in descending order according 

to the intensity of the links between them, the first 5 were selected and can be found in Table 

2. 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

51 

Figure 4: Country co-authorship analysis 

(Source: Authors own elaboration in VOSviewer) 

 

The largest number of scientific articles identified in the Web of Science database, 74 

documents out of a total of 415 materials were from Italy, followed by authors from Romania 

with 47 documents and, third, authors from Poland with 46 scientific papers. We can highlight 

that if we filter our results by the number of citations, the first position is occupied by Italy, 

second by Australian authors that have only 23 scientific articles, but the number of citations is 

high, namely 823 citations with a link intensity of 15. The third position is held by England 

with a number of 651 citations from 41 documents.  

 

No. Country No. of 

Documents 

Citations Link strength 

 

1 Italy 74 1.729 37 

2 Romania 47 329 6 

3 Poland 46 296 3 

4 England 41 651 26 

5 Russia 40 47 2 

Table 2: Top highest 5 cited countries by number of documents 

(Source: Authors own elaboration in VOSviewer) 

 

4.2. Non-financial reporting in the business environment 

The crisis caused by COVID-19 represented a major shock to the European and world economy. 

Member States have adopted budgetary, policy and liquidity measures to increase the capacity 

of their health systems and to provide relief to severely affected individuals and sectors. 

However, that crisis meant for many entities a sustained effort for survival. During that period, 

economic activity was slowed down primarily by the restrictive measures imposed to limit the 

spread of the novel coronavirus. Thus, have companies allowed themselves to allocate time and 

money to carry out CSR activities? How important was non-financial reporting in a turbulent 

environment for them? Analyzing the annual and sustainability reports published in 2018 and 

2019, years prior to the crisis caused by COVID-19, by the world's 50 most important 

companies, we found that in the issued documents they have allocated important resources, 

both financial and time, in order to carry out CSR activities. In the published reports, the 

companies allocated whole pages to describe how they got involved in the community in which 

they operate, planted trees, recycled, reduced energy consumption, water and paper use. 
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The most used words referred to the environment, sustainable development and how the activity 

can be carried out so that the negative impact on the environment is as low as possible. 

 

Figure 5: 2018/2019 WordCloud analysis 

(Source: Authors own elaboration in NviVo 14) 

 

The economic impact of the coronavirus crisis has varied from one industry sector to another 

and from one entity to another. It depended on a number of factors, such as the ability to adapt 

to disruptions in the supply chain, the existence of stocks or reliance on just-in-time production 

processes. In the period 2020-2021, the word frequency showed that companies gave 

importance to the concepts related to suppliers, chain, changes, employees and resources. The 

crises showed us that the world that we know can change in a second, and in order to overcome 

the crisis period, companies had to adapt to the new context.  Thus, as much as possible, they 

transferred their activity to the online environment so that they could protect their employees 

and their families. Many companies have implemented telework and remote work, and 

digitization has been accelerated by the pandemic context. The reports published in the 

2020/2021 period highlight the fact that the companies did not focus so much on CSR activities, 

and those that were undertaken mainly targeted investments in protecting people and 

implementing safety measures to limit the spread of the virus. Our research also highlighted the 

fact that non-financial reporting was less extensive and less comprehensive during the 

pandemic period, compared to the previous period. 

 

Figure 6: 2020/2021 WordCloud analysis 

(Source: Authors own elaboration in NviVo 14) 
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In 2022, with the applicability of the new Regulation (EU) 2020/852, we observe a change in 

terms of word frequency in the reports included in our study. We notice the fact that great 

importance is attached to aspects regarding sustainability and the transition to a safe, climate-

neutral economy, resilient to both climatic changes as well as pandemic crises in order to 

become more efficient from the point of view of the use of resources. 

 

 

 
Figure 7: 2022 WordCloud analysis 

(Source: Authors own elaboration in NviVo 14) 

 

We also note the fact that after the pandemic period, the size of the reports began to increase 

and the entities started to be once again much more actively again in the life of the community 

in which they operate. 

 

5. CONCLUSIONS 

The pandemic period affected the life we considered normal.  In order to overcome the turbulent 

context, companies had to adapt and implement measures aimed at complying with the 

measures imposed by the authorities to limit the spread of the virus, and at the same time, to 

fulfill the interests of shareholders and stakeholders. Many fields of activity were seriously 

affected by the turbulent context, a fact that determined the reset of priorities. Thus, the entities 

focused on the ways in which they can overcome the crisis and not so much on CSR activities. 

This option also affected the way in which entities disclose their non-financial information. It 

seems that in turbulent times such as the one we recently went through due to the novel 

coronavirus, companies focus on recovery and put less emphasis on the CSR activities 

undertaken, focusing especially on investments in protecting people and implementing safety 

measures to limit the spread of the virus. The activities carried out by the top companies 

represent real role models, whose actions are under the scrutiny of various interested parties, 

inclusive non-financial disclosures. Our study highlighted that non-financial disclosures were 

less extensive and less comprehensive during the pandemic period, compared to the previous 

period. But nevertheless, we observe the fact that after the crisis period generated by the 

pandemic, entities start to invest both time and money in CSR activities.  
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ABSTRACT 

The world of work is constantly changing: working conditions and standards, nature of work 

and tasks, its location, as well as forms of employment. These changes are influenced by many 

factors, among which automation, robotization and digitization of the economy have played a 

key role in recent decades. These trends offer new challenges but also new opportunities. The 

transition of labour from “old”, routine tasks to new, driven by new technologies, causes not 

only excitement, but in many cases uncertainty, resistance and insecurity. Tasks need to be 

performed or augmented by data-driven technologies, work is increasingly done remotely, 

which reduces contacts with coworkers, causes a sense of isolation and loneliness. People are 

afraid of losing jobs, replacing human work with AI. On the other hand, new technologies make 

work easier, safer, positively affect terms and quality of work, as well as work-life balance. 

Considering the above the purpose of the article is to present the essence of changes in the 

labour market as a result of robotization and automation, with particular emphasis on the 

concerns and expectaions of employees. The implementation of the aim of the article required 

critical analysiss of literature, research reports and forecasts of OECD, WEF, McKinsey, PwC 

and many others. The diagnostic survey method was used to prepare the second part of the 

article. The survey questionnaire was developed by the employees of the Department of Labour 

Market Forecasting and Analysis at the University of Economics in Katowice. It was conducted 

in December 2021 on a representative group of 1,067 Poles. The results presented in the article 

will enable to identify the key challenges of the labour market and compare them with the 

respondents’ opinions on the future of work. 

Keywords: automation, robotization, employment, future of work 

 

1. INTRODUCTION   

The world of work shifts and changes all the time. Identification of trends that are shaping the 

future of work is one of the key issues considered by researchers, organizations and scietific 

institutes. It is important for business and other organizations to understand how work could 

shift because of automation, robotization, and digitization, as well as how workforces can 

prepare for these changes. The changes concern working conditions, workplaces, nature of 

work and tasks, forms of employment, forms of communication and management. Faster 

technology adoption has also implications for skill demand – workers aquire not only digital, 

but also cognitive, and interpesonal skills such as ability to learn, communicate and to adapt to 

a rapidly changing labour market. All these factors affect not only quantity, byt also quality and 

experience of work. The changing world of work presents both challenges and opportunities. 

The transition of labour from “old”, routine tasks to new, driven by new technologies, causes 

not only excitement, but in many cases uncertainty, resistance and insecurity. Tasks need to be 

performed or augmented by data-driven technologies, work is increasingly done remotely, 

which reduces contacts with coworkers, causes a sense of isolation and loneliness. People are 

afraid of losing jobs, replacing human work with artificial intelligence. On the other hand, new 

technologies make work easier, safer, positively affect terms and quality of work, as well as 

work-life balance. It should be stressed that higher exposure to AI may be good for workers, as 

long as they have the skills to use these technologies effectively. Considering the above the 

purpose of the article is to present the essence of changes in the labour market as a result of 
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robotization and automation, with particular emphasis on the concerns and expectaions of 

employees. The implementation of the goal formulated in this way required the following 

research questions: 

• Will there be a significant reduction in jobs as a result of digitization, automation and 

robotization? 

• Are the employees afraid of the cosequences of those changes? 

• What are the expactions of employees? 

 

The implementation of the aim of the article required critical analysiss of literature and results 

of research carried out by various international organizations, such as OECD, WEF, PwC, 

McKinsey and many others. The diagnostic survey method was used to prepare the main part 

of the article. 

 

2. AUTOMATION, ROBOTIZATION AND LABOUR MARKET 

Identification of trends that are shaping the future of work is one of the key issues considered 

by various researchers, organizations and scietific institutes (WEF, 2020, OECD 2019, Berger, 

Frey, 2016, Infuture Institute 2022, Deloitte, 2021, Śledziewska, Włoch, 2020). These trends 

may be grouped into two main categories: socio-demographic (such as aging societies and 

workforce, silver tsunami, Z-gen, digital nomads, womenomics) and technological 

(automation, robotization, AI, cybersecurity, big data). Infuture Institute (2022) presents them 

in the zone called the mirror world - the progressive digitization of life in all its dimensions 

associated with concepts such as: hacktivism, meta-economics, dematerialization or 

gigaconnectivity. There is no doubt that  work is one of life dimension on which new 

technologies have a significant influence. The impact od automation and robotization on the 

labour market is the subject of endless public and academic debates and the resarch for naswers 

to the following questions: Will the digital revolution reduce the demand for jobs? How many 

people will loose their jobs as the result of automation? Will robots take people's jobs? Or will 

they simply shift the occupational structure of employment with no net negative effect on 

employment level? Will humans cooperate with the artificial intelligence or rather compete 

with it? Will these changes lead to a decrease in the level of security and stability of 

employment? The best answer to questions formulated in this way seems to be: it depends... 

Conclusions that can be indicated on the basis of available research and analyzes concern the 

diverse impact of automation and robotization on employment (Acemoglu, Manera, Restrepo. 

2020, Frey, Osborne. 2013, Woolters 2020, Arntz, Gregory, Zierahn 2016, Lane, Saint-Martin, 

2021). Two approaches dominate these considerations: pesimistic – assuming a massive 

replacement of human work by digital technologies as part of work automation and robotization 

(e.g. Frey, Osborne, 2013, Brynjolfsson, McAfee, 2011), and positive – assuming a positve 

impact of technological changes on the labour market, including increase of productivity, 

creation of jobs and new occupations, but also a better quality of life (e.g. Manyika, Lund et al., 

2017, Bessen 2018). On the one hand, Frey and Osborne (2017) claimed that up to 50% of jobs 

could be at risk over the next 50 years. The McKinsey Global Intitute forecasts that by 2030, 

assuming rapid transition to the digital economy, it is possible that robots and AI will replace 

approximately 800 million jobs. However in other scenarios it is assumed that the reduction 

will not exceed 400 million jobs (Manyika, Chui et al., 2017) or 15% of jobs over rhe next 15 

to 20 years (Nedelkoska and Quintini, 2018, McKinsey Global Institute 2017).  It means that 

many workers will need a transition to new occupational groups and learn new skills. In every 

scenario time is one of the key factors – it is assumed that in the coming years the reduction of 

job will be relatively small, while next decades (next phases of the Fourth Industrial Revoultion 

presented on Figure 1) will bring a significant change in the labour market (Autor, 2015, 

Bessen, 2018, Corrado, Hulten, 2010).  
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Figure 1: Waves of the Fourth Industrial Revoultion 

(Source: own) 
 

The first wave of the Foruth Industrial Revolution that we are witnessing in not accopmanied 

by significant changes, both in the global and domestic labour markets. The reduction of 

employment probably will not exceed 3% (PwC, 2019). In the past decades and nowadays, 

automation and robotization have mainly effected low- and middle-skilled workers whose tasks 

tended to be routine and repetitive. According to Nedelkoska and Quintini (2018) the 

automation mainly affects jobs in the manufacturing industry and agriculture, although a 

number of service sectors, such as postal and courier services, land transport and food services 

were also found to be highly automatable. The occupations with the highest estimated risk of 

automation typically only require basic to low levels of education (OECD 2018). For example 

low-educatied men, due to their over-represantaion in manufacturing or construction are more 

at risk of losing their jobs. On the other hand, high-educated workers were more likely to work 

in occupation at low risk of automation. The second wave of industrial revolution introducing 

extensive digital and partially autonomous tools, so far have caused an increase in productivity 

without a huge reduction of employment (Aghion et al. 2020). However, in the following years, 

not only routine tasks and physical work, but also tasks related to computational processes, are 

characterized by high risk of automation. It should be emphasized that almost a quarter of tasks 

in this area can be automated, using techogies that already exist and are used in business. (Autor, 

Dorn, 2013). Professions requiring working with people, building relationship or creative tasks 

are the least exposed to automation. In such cases, new technologies will increase productivity 

rather than reduce employment. The biggest concerns are related to the third wave, which will 

introduce autonomous technologies operating in different, unstructured environemnts. Recent 

technological progress in artificial intelligence (AI), machine learning affects the range of tasks 

that the machines can perform and, consequently the risk of automation of furhter areas of 

human activity (Georgieff, Milanez, 2021, OECD, 2019, Aghion et al. 2020, Bessen, 2019). 

With the development of technology, the occupations requiring high level of formal education 

tend to have higher exposure to AI. These occupations include: Business Professionals; 

Managers; Science and Engineering Professionals; and Legal, Social and Cultural Professionals 

(OECD, 2021, pp. 2). According to the forecasts, by the mid-30s up to 30% of jobs may be 

automated, however in the same time an increase in demand for new professiona and skills is 
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assumed. The scale and dynamics of changes will not be the same due to the differences in the 

level of socio-economic development of individual regions and countires, their structure of 

economy as well as the structure of employment. The consequences of these processes on the 

polish labour market are presented in Fig. 2. 

 

Figure 2: Consequences of the 4th Revolution on polish labour market 

(Source: own based on (PwC, 2019)) 

 

The risk of losing a job as a result of these processes varies depending on age, gender, education 

level, occupation of the employee, as well as the sector of the economy and size of firm that 

adopt technology. Some groups are at the higher risk of experiencing the negative consequences 

of automation while others appreciate the advantages of the implemented technologies. While 

new technologies affect the decrease in labour demand in certain areas, they equally create new 

industries, occupations and tasks. The increase in demand for IT-related professions, including 

artificial intelligence specialists, data analysts, GIS information scientits, social media 

specialists etc., is also accompanied by a growing demand for professions related to care 

services, culture and entertainment and the so-called green jobs. Jobs have become increasingly 

interactive, they require not only STEM (science, technology, engeenering and mathematics) 

and digital competences, but also interpresonal skills. As a consequence demand for high 

cognitive competences, which include e.g. advanced ability to work on and analyze texts, 

quantitative and statistical skills, critical thinking and decision making, project management, 

information processing and interpretation will continue to grow. Social and interpersonal 

competences – understood as the ability to work in teams, cooperate, taking responsibility and 

leadership will be equally important, as well as high digital competences (Bughin et al 2018, 

Manyika Chui et al, 2017, Smit  et al, 2020). 

 

3. RESEARCH ANALYSIS 

The diagnostic survey method was used to prepare the second part of the article. As far as data 

collection tools were concerned, the conduction of the research involved the use of anonimoy 

survey questionnaire, developed by the employees of the Department of Labor Market 

Forecasting and Analysis at the University of Economics in Katowice (Skórska, 2022a).  It was 

conducted in December 2021 on a representative group of 1,067 Poles. The sample size was 

determined based on the statistical equation. The main objective of the survey was to conduct 

a comprehensive assessment of  quality of life during the COVID-19 pandemic with special 

emphasis to changes in the labour market. The results presented in the article are only part of a 

much more extensive research. Characteristics of the research group are presented in Table 1. 
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Socio-demographic characteristics of  the respondents number % 

Gender Women 557 52,2 

Men 510 47,8 

 

 

Age 

18 – 25 (Z generation) 172 16,1 

26-41  (Y generation) 312 29,2 

42-55 (X generation) 247 23,2 

57 and more (Baby boomers) 336 31,5 

 

Educational 

attainment level 

 

Less than primary and primary education 27 2,5 

Lower secondary education 108 10,1 

Upper secondary and post-secondary non-tertiary education 498 46,7 

Tertiary education 434 40,7 

 

 

Marital status 

Single persons (never in legal union) 292 27,4 

Married persons 622 58,3 

Divorced persons 84 7,9 

Separated persons 10 0,9 

Widowed persons 59 5,5 

Place of residence City 826 77,4 

Country 241 22,6 

 

 

 

Status on labour 

market 

Employed persons 702 65,8 

Unemployed persons 25 2,3 

Retirement 255 23,9 

Inactive persons because of disability  41 3,8 

Student 20 1,9 

Pupil 9 0,8 

Inactive persons for other reasons 15 1,4 

Table 1: Socio-demographic characteristics of the research group 

(Source: own calculation based on the research results) 

 

In the surveys of factors affecting the labour market, technological changes play a key role. For 

example, in WEF (2020) research around 61% of employees indicated that technological 

change and globalization will affect their current employment. A similar, though slightly lower 

percentage of indications (51.3% of responses) was obtained in our own research1. One of the 

consequences of these changes is the possibility of remote work and its further development 

that was indicated by almost 59% of respondents. Such a high percentage of indications may 

have been partly influenced by the time of the survey, as it took place during the Covid-19 

pandemic, when remote work was often the only option to perform professional duties (Krantz-

Kentkrantz, 2019, Skórska, 2022b). Technological development also affects the demand for 

specific professionns and competences. Hence the projected increase in demand for highly 

specialized employees, which was indicated by almost 32% of respondents. The distribution of 

respondents' answers is shown in Fig. 3. The results concerning working conditions, including 

employment stability (less than 16% of indications) and development of human capital (less 

than 10%) are disappointing. This can be confusing, because on the one hand, human capital is 

considered as a key element of the organizations, and its development is one of the priorities 

(WEF, 2019), on the other hand, employees do not see employers' willingness to invest in their 

development. 

 

 

 

Figure following on the next page 

 

 

 
1 Respondents were asked (regardless of their status on the labour market) to indicate the phenomena which, in their opinion, 

will develop dynamically over the next 5 years. They could indicate three answers. 
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Figure 3: Phenomena which, in respondents' opinion will develop dynamically over the next 

five years (%) 

(Source: own calculations based on the research results) 

 

The assessment of the impact of automation on employment is ambiguous. On the one hand almost 

37% of respondents, just like in PwC survey (2018), are afraid that human work will be replaced 

by artificial intelligence, and in Eurobarometer surveys 72% of Europeans declared that “robots 

and artificial intelligence are stealing people’s joobs” (European Commission, 2017). On the other 

hand, the respondents notice the facilitations resulting from the development of technology, e.g. 

reduction or elimination of boring and routine activities (24.5%) and  they are not afraid of  

changes (32.1% of responses), as shown in Fig. 4. 

 

Figure 4: Opinions of respondents regarding work automation (%) 

(Source: own calculations based on the research results) 

 

While in the first general question, a relatively high percentage of respondents pointed to the 

negative consequences of work automation, the assessment of changes in the individual 

professional situation of the respondents was quire different.  
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 digitalization, automation, robotization

remote work
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 increase in demand for highly specialized employees

new and flexible forms of employmen -  platform work,

soworking etc.
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over labor supply
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employers will create conditions for the  employees

development

51.3

58.7

34.2

31.9

20.5

17.8

15.9

9.8

32.1%

24.5%

36.8%

6.7%

It is a normal consequence of technological development, I am not afraid of change

I am glad that more and more routine and boring activities are being done by machines

I am afraid that human work will be replaced by AI

I am afraid of the consequences of technological development, I am afraid that one day robots will get out of control



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

62 

Only 5.5% of respondents indicated that within 5 years most of their duties will be automated, 

and slightly more than 11% that it will be more than half of their tasks. On the other hand, 

almost 19% of respondents stated that these processes would not affect their work, and an 

additional 15.3% - that only single activities would be automated, as shown in Fig. 5. 

 

Figure 5:Professional activities that are likely to be automated in the next 5 years (%) 

(Source: own calculations based on the research results) 

 

Summing up, it can be presumed that employees are aware of the impact of technology on the 

labour market and the risk of decreasing demand for labour in specific industries and 

professions. However, at the same time, respondents do not seem to notice that these changes 

may affect their work. Taking into account the intensity of automation and robotization 

processes in the coming decades, it is difficult to agree with such an optimistic perception of 

the  respondents’ professional duties in the future. 
 

4. CONCLUSIONS   

Digitization and automation of the economy are increasingly affecting the labour market in 

various dimensions and areas. Global economic systems are becoming more interconnected 

than ever before, information spreads wide, new technologies expand very fast. The changes in 

work, the workforce and the workplace, are happening across the economy and across the 

world.  Although there are differences between countries and sectors. Some ot them benefit 

more, wheras others may not benefit at all. Technological advances enable the automation of 

repetitive, dangerous or dirty tasks and processes, and may allow workers to focus more on 

creativity and innovation. At the same time, technology is changing the way of executing some 

tasks, increasing productivity. On the other hand automation increases the risk of job reduction 

in specific areas, as indicated in many studies. Some respondents perceive the risks associated 

with these processes and the possibility of replacing human work by AI. That is why, it is 

important that companies, but also individuals understand the need to prepare for evolving 

future of work. As the nature of work changes, acquiring new skills that will be demanded and 

expected in the labour market will be critical. New business models and changing market 

realities require not only digital, but also specific soft skills, such us quickly adapting to a 

changing environment, cooperation, working in teams, cross-discipline thinking. As 

organizations become more automated, they will need employees whose skills will not be easily 

able to replicated by AI.  

I think that most of the tasks I do now will be automated (>80%)

I think that more than half of the tasks I do now will be

automated (51-80%)

I think that some of the tasks I currently perform will be

automated (21-50%)

I think that only a few of my current tasks will be automated

(<20%)

I think that the implemented technologies will not change the

scope of my duties

5.5%

11.2%

15.3%

15.3%

18.6%
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Automation and robotization bring both hope and challenge. Workers will need to rethink 

traditional notions of where they work, how they work, and what talents and capabilities they 

bring to that work. The transition of labour from „old“ tasks to new, driven by new technologies 

causes resistance, uncertainty, insecurity. Especially wheen employees do not feel the support, 

when the employers do not care about their development. On the other hand companies have to 

rethink their model of business and ask fundamental questions about tasks and processes in the 

organizactions: which task need to be done by people? Can people and machines, AI work 

together in an augmented way? In most cases the cooperation of human and AI will be 

necessary. Thus it is important to find a new human-machine symbiosis, the opitmal way of 

sing human and technological capabilities.   
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ABSTRACT 

In today’s globalized world, Multinationals from Developed Countries are increasingly 

opening offices, branches or subsidiaries in Developing Countries. These subsidiaries face the 

perennial dilemma of having to mutually comply with the international reality of its 

headquarters, and the local reality of its offices or branches. This duality is highly emphasized 

in their Corporate Social Responsibility Programmes, where subsidiaries have to respond to 

the pressure of both international and local stakeholders. The development and study of 

International Corporate Social Responsibility is often focused on the perspective of the 

headquarters company, neglecting the view of the subsidiary in this process. Subsidiaries 

operating in Developing Countries present unique cultural, social, and economic contexts. 

Studying CSR practices in multinational corporations from the perspective of the subsidiary is 

a complex issue that often lacks the necessary literature to frame it. Drawing upon literature 

in International Business (“Bartlett and Goshal” typology), and CSR (“The three domains of 

CSR” typology; “The Locus and Motivation” Framework; and the “Stakeholder Approach”), 

this study will focus on developing an adequate framework: “The Adapt, Adopt and Create” 

approach to study International CSR from the perspective of a subsidiary operating in a 

Developing Country. Accordingly, depending on the autonomy, share or aligmente of 

motivation, values and goals, with headquarter, subsidiaries may adopt, adapt, or create new 

CSR programs.  

Keywords: CSR, Developing Countries, Internationalization, Multinationals, Subsidiaries 

 

1. INTRODUCTION 

Corporate Social Responsibility (CSR) refers to a company's commitment to operating 

economically, socially, and environmentally responsibly. It involves considering the impact of 

business decisions on stakeholders such as employees, customers, suppliers, communities, and 

the environment. By implementing CSR practices, companies aim to balance profit and growth 

with society's and the planet's well-being. Multinational firms that operate in numerous 

countries with different characteristics and degrees of development are becoming more 

prevalent in today's globalised world - we may increasingly discover Multinationals with 

headquarters in Developed nations and subsidiaries, branches, or offices in Developing 

countries. Discussing International CSR becomes more relevant, as operating economically, 

socially, and ecologically responsible may not imply the same thing internationally. From the 

perspective of a subsidiary in a developing country, the CSR initiatives must align with the 

goals and values of the multinational corporation and with the cultural and economic context 

of the local community, which places a challenging dilemma. CSR in multinational 

corporations is a complex issue that requires a nuanced understanding of the perspectives and 

needs of the various stakeholders involved. This study will focus on perceiving the International 

CSR practices of multinational’ subsidiaries operating in Developing Countries, the similarities 

of their CSR practices with the ones practised in the headquarters and the level of the 

responsiveness given to local and global stakeholders. To understand the importance of this 

research, it is crucial to reflect on (i) the current context of international trade, which 
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exacerbates the importance of multinationals from Developed countries on Developing 

countries, and (ii) the current context of CSR in Developed and Developing countries and how 

that affects the social practices of companies. Increased awareness about societal problems has 

led the new generations to demand urgent action regarding CSR practices. Subsequently, the 

notion of responsibility, traditionally attached to individuals and governments, started to be 

widely applied to companies (Epstein 1989; Soares 2003); as studies point out that 91% of the 

consumers [US reality] state companies should have an active social role (Cone, 2015). 

Simultaneously, companies started to adopt a more inclusive perspective, as the shareholder 

value approach of business, centred on maximising short-term financial goals (Friedman, 

1970), was widely substituted by the stakeholder approach (Freeman & Vela, 2001). According 

to the stakeholder approach, the corporate environment is seen as an ecosystem of related 

groups that must be considered and satisfied to ensure a company’s health and long-term 

success. Stakeholders include customers, shareholders/ investors, government, and employees, 

among others (Freeman, 2010). In Developed countries, stakeholders are a dominant force 

intensively demanding Corporate Social Responsibility: 84% of consumers consider the impact 

in the world of their individual consuming actions (Futerra, 2018); 80% of the mainstream 

investors consider the environmental, social, and governing behaviours of a company before 

investing on it (Forbes, 2019); 70% of employees would not work on a company without a 

social mission, 80% is willing to receive a smaller wage to work in a socially responsible 

company, and 90% of the feels more motivated, inspired and loyal to a company that conducts 

CSR practices (Harvard Business School, 2021). On the other hand, in Developing countries, 

the awareness regarding CSR and the demand for these types of programmes are not as strong 

as in Developed countries. The less accentuated external pressure, the lack of solid institutions, 

and the general inexistence of complying legislation (Ghimire & Mukherjee, 2016) might ease 

corporations to conduct abusive behaviours without being held accountable by either the law 

or society. It is, therefore, essential to study how, in this context, subsidiary companies 

operating in Developed Countries develop their Corporate Social Responsibility Programmes.  

 

2. LITERATURE REVIEW 

Studying International CSR from the subsidiary's perspective from a developing country is 

quite complex, as there is a lack of specific literature. This study is a starting tentative in this 

analysis, aiming to build on existing literature on complementing areas to create a specialised 

framework. Literature regarding Corporate Social Responsibility, Corporate Social 

Responsibility in Developing Countries, and International Business will be considered to fill 

this gap.  

 

2.1. Regarding Corporate Social Responsibility 

“The term CSR is a brilliant one; it means something, but not always the same thing to 

everybody” (Votaw, 1973, p. 11). The “Corporate Social Responsibility” concept has been 

widely debated in the literature. The concept was first introduced in the United States after 

World War II and during the Cold War debate regarding communism versus capitalism (Carroll 

& Shabana, 2010). Corporate Social Responsibility presents the idea that individual 

entrepreneurship, as the central role of an economy, might also produce social welfare. Over 

the years, CSR has become an argument to defend new forms of socially responsible capitalism 

and save the capitalism system under siege (Porter & Kramer, 2011). Introduced by Bowen 

(1953|2013), the initial approach of CSR debated the morality of managers’ individual 

decisions and their impact on the public. It was centred on questions such as “What constitutes 

good citizenship for a business enterprise?” or “How does a moral enterprise behave?” (Bowen, 

1953|2013, p5). It was first discussed as a theoretical concept and started to spread during the 

60’s and the 70’s, as Human Rights’ movements gained importance (Carroll, 1999).  

https://link.springer.com/article/10.1007/s10551-011-1029-0#ref-CR34
https://link.springer.com/article/10.1007/s10551-011-1029-0#ref-CR102
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The first critics pointed out that CSR was an obstacle to profit maximisation, an intrusion on 

governmental activities, and an illusionary idea that was hard to implement (Levitt, 1958; Jones, 

1980). However, the expanding integration of CSR as a common management practice in 

Developing countries companies in the last 50 years (The Economist, 2015; Pinkston and 

Carroll 1994), the growing interest from governments in incentivising CSR (McWilliams & 

Siegel 200; Steurer, 2010), and even the positive financial outcomes that seem to follow it 

(Buallay & Hawaj, 2021; Morningstar, 2021; The Economist, 2005 Ting, 2021), show that 

those concerns were not real. In 1984, Freeman (1984) introduced the stakeholder value 

approach that would revolutionise the business process. As the stakeholder value approach 

became more popular, so did CSR practices. The concept of the “Triple Bottom Line” 

(Elkington, 1994) got widely accepted, establishing that companies should focus as much on 

social and environmental issues as they do on profit, under the “profits, planet, people” motto. 

Literature regarding Corporate Social Responsibility evolved further and further away from the 

theoretical sphere (Lindgreen & Swaen, 2010), and the number of theoretical and empirical 

fruitful studies on the topic has increased exponentially. The current literature reviews on CSR 

contain not only the analysis of the concept according to academics (Dahlsrud, 2008; Carroll, 

1999; Carroll, 2008) but also according to managers (O’Dwyer, 2002; Moir, 2001; Fatima & 

Elbanna, 2023). In some countries, like India, conducting CSR practices is even mandatory by 

law, but the advantages of this enforcement are still being studied (Bansal & Kumar, 2021; 

Jarboui et al., 2022; Aparna et al., 2023). Additionally, the concept of CSR has expanded into 

multiple related concepts, such as Strategic Corporate Social Responsibility (Porter & Kramer, 

2006); Environmental, Social and Governance Responsibility (Global Reporting, 2022), 

Creating Shared Value (Kramer & Porter, 2011), among others, reinforcing the bond 

established between business and social action. Even though literature in the area has expanded 

exponentially (Annex 1), it is still very centred on the Developed nations (Sharma, 2019).  The 

Locus and Motivation Framework, proposed by Hemingway and Maclagan (2004), is based on 

two main aspects: motivation and locus. The model considers that the locus of CSR could be 

linked to individual options when the manager is the central player behind CSR [the 

programmes would reflect the manager’s values and vision]; or to the corporate itself when the 

programmes reflect the values and the vision of the company. When it comes to the motivation 

behind CSR practices, the framework divides motivation into ideal/altruistic and strategic, 

admitting the hypothesis that a company might have both those motivations present, in a 

perspective of mutual benefit for the community and themselves, aligned with the concept of 

“Creating Shared Value”, presented by Porter & Kramer (2011). This point is quite crucial 

because the community plays a central role. When designing their strategies, firms must 

consider not only their goals but simultaneously their impact on all stakeholders, promoting 

integrated development. The strategic management stakeholder approach (Freeman & 

McNivea, 2001) defends that individuals depend on the firm while simultaneously, the firm 

depends on them. CSR aims to draw attention to those not often regarded stakeholders, with a 

particular emphasis on the community. Thus, enterprises must not only comprehend the market 

but also understand their stakeholders' characteristics and social needs and adapt to them 

(Freeman & McNivea, 2001). 

 

2.2. Regarding CSR in Developing Countries 

Corporate Social Responsibility practices in developing countries are still in their early stages. 

The existing literature on the topic is based mainly on the experiences of countries in the North 

(Jamali et al, 2009; Barkemeyer, 2009; Fox, 2004; Utting, 2001). Analysing CSR in Developing 

countries is crucial since companies are shifting their focus to Developing regions (McKinsey, 

2013; OECD, 2007), and most of the world population lives in these countries, representing 

“the lion’s share of global social and environmental problems” (Jamali & Neville, 2011, p.599) 
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Political and cultural aspects cannot be forgotten when shaping CSR in Developing Countries 

(Visser, 2008). In fact, CSR is culturally embedded (Ameshi et al, 2006), “through the 

incorporation of root traditions of the countries” (Sharma, 2019, 714). For this reason, multiple 

authors question if firms could import CSR practices from Developed to Developing countries 

(Egri & Ralston, 2008; Jamali & Mirshak, 2007), considering differences in practices, 

problems, needs, and priorities (Stanislavská et al, 2020). There is a consensus that different 

contexts require different business roles in society (Hart, 1997; Barkemeyer, 2011). Compared 

to the practices in Developed countries, CSR in Developing countries seems more politically 

independent and less based on firms’ strategy (Visser, 2008), more idealistic and less formalised 

(Amaeshi et al., 2006). In Developing countries, CSR is sometimes not considered a business 

tool but a development tool (Gruber & Schlegelmilch, 2015), filling the gap left by the absence 

of strong institutions in these countries (Blowfield & Frynas, 2005). Some authors even 

consider CSR a potential long-term solution to development challenges (Cochran, 2007; Porter 

& Kramer, 2011; Visser, 2006), whereas others are more sceptical (Frynas, 2008; Jenkins, 

2005). Whilst the debate regarding the role of CSR in International Development continues 

(Frynas, 2005; Prieto-Carrón et al., 2006), examples on both sides of the spectrum can be 

observed. While some “companies enter the arena of citizenship where government has not yet 

administered citizenship rights, for example, improving working conditions in sweatshops, 

ensuring for employees a living wage, and financing the schooling of child laborers in the 

absence of legislation requiring this” (Visser, 2008, 11); others use the less strict legal 

requirement as a shield to hide behaviours that would be illegal or unethical in other parts of 

the world. Applying the strategic / altruist motivation scale presented by Hemingway and 

Maclagan (2004) to the case of subsidiaries from multinationals conducting CSR programmes 

in Developing Countries, it is possible to consider that firms can have an idealistic motivation 

behind their CSR programmes, believing they can have a positive impact in a 

humanitarian/philanthropic way, “involving genuine optional caring, irrespective of whether 

the firm will reap concrete benefits or not” (Jamali et al., 2009, 360; Visser, 2008). On the other 

side, CSR programmes could be used strategically, in a business diplomacy logic, supporting 

international integration and helping the firm to be accepted in these countries (Gruber & 

Schlegelmilch, 2015). Gaining acceptance through social impact in the communities seems 

especially relevant in Developing countries (Monteiro & Meneses, 2015). Some authors seem 

to have a more sceptical view, arguing that “corporations adopt CSR to cover up the impact of 

their corporate misdemeanour” (Hemingway & Maclagan, 2004, 35), using greenwashing or 

social washing practices to manage the environment, establish relationships, acquire a good 

reputation and be seen as “good players”. Finally, firms can also have a perspective of mutual 

benefit for the community and themselves – a situation portrayed in the middle position of the 

vertical axis of the model and in the Created Share Value Approach (Porter & Kramer, 2011). 

CSR programmes create added value for the communities but might also benefit the company.  

Regarding the strategic management stakeholder approach, according to Visser et al. (2009), in 

Developing countries, firms must pay attention to the same stakeholders as in Developed 

Countries and four additional groups: trade unions, development agencies, international NGOs, 

and business associations. So, subsidiaries of MNCs operating in Developing countries are in a 

very complex dilemma; they must conform to local norms, values and practices and, at the same 

time, to global norms, values and practices (Chaudhri, 2006; Husted & Allen, 2006, 2008; Post, 

2000, Logsdon & Wood, 2002, 2005; De George, 2005; Arthaud-Day, 2005; Muller, 2006; 

Husted & Allen, 2006; Filatotcchev & Stahl, 2015; Gruber & Schlegelmilch, 2015); these 

subsidiaries have the pressure from a wide range of global and local stakeholders (Kolk & 

Margineantu, 2009; Muller, 2006; Muller & Kolk, 2010), which “dramatically increasing the 

complexity of the governance challenges and ethical dilemmas confronting them” (Filatotchev 

& Stahl, 2015, p. 2). 
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2.3. International CSR (headquarters perspective) 

Multinationals face the perennial dilemma of balancing the need to keep “global consistency in 

CSR approaches with the need to be sensitive to the demands and expectations of local 

stakeholders” (Filatotchev & Stahl, 2015), as there are advantages and disadvantages in keeping 

a global, centrally coordinated approach; or keeping a local, decentralised approach (Muller, 

2006; Husted and Allen, 2006). To understand the strategies companies might use, it is crucial 

to establish that the literature regarding International Corporate Social Responsibility borrows 

multiple concepts from the literature regarding International Business and International 

Business Political Behaviour (Barkemeyer & Figge, 2014; Jamali, 2010). When applying the 

International Strategy framework (Bartlett & Ghoshal, 1989), represented in Figure 1, to CSR 

strategies, it is possible to consider that firms might choose strategies that privilege local 

responsiveness or global responsiveness. 

 

Figure 1: International Strategy Framework (Bartlett & Goshal, 1989) 

 

Filatotchev and Stahl (2015) consider that International CSR might follow the Local 

[Multidomestic], Global, or Transnational. Some authors also consider the International 

strategy (McWilliams et al., 2006; Arthaud-Day, 2015; Bu & Chen, 2023). Both, the 

international and global strategies, have low local responsiveness – so from the perspective of 

the local subsidiary, it might be hard to distinguish these two strategies. It is hard to choose 

which dimension should be prioritised, significantly when values are disrupted between the 

local and the global context (Hilliard, 2019). A global CSR approach makes it more likely for 

managers to legitimise actions that are detrimental to the interests, values and practices of local 

stakeholders and ignore the specific problems and needs of the local community (Gruber & 

Schlegelmilch, 2015; Husted & Allen, 2006; Muller, 2006; Jamali, 2010). On the other hand, 

the local CSR approach may promote unethical practices and lead to disastrous decisions at the 

local level, mainly if weak institutions characterise the local context, inadequate regulations, 

ineffective law enforcement and human rights abuse (Filatotchev & Stahl, 2015).  
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The advantages of the transnational approach to CSR are recognised by multiple authors 

(Husted and Allen, 2006; Arthaud-Day, 2005; Gruber & Schlegelmilch, 2015; Filatotchev & 

Stahl, 2015; Bartlett & Gloshal, 1989). As explained by Filatotchev and Stahl (2015, p.7) “a 

transnational approach adopts a hybrid strategy, based on the assumption that global and local 

approaches to CSR are not mutually exclusive. This approach defends that companies should 

“centralise when possible and also adapt to local conditions whenever necessary” (Arthaud-

Day, 2005, p. 7), “becoming responsive to local needs while retaining global efficiency” 

(Bartlett and Ghoshal, 2000, p. 13). “A transnational CSR approach demands that companies 

develop a global template for their CSR activities (…) but allow subsidiaries to adapt that 

template, according to their specific needs and circumstances” (Filatotchev & Stahl, 2015, p. 

7). This approach creates a comparative advantage for Multinationals, as they can benefit from 

both local and global specialisation (Harzing, 2000; Barkemeyer & Figge, 2014; Filatotchev & 

Stahl, 2015). It is still important to mention that some authors questioned if the transnational 

approach of CSR is “a realistic ambition or rather a utopian ideal” (Barkemeyer & Figge, 2014, 

p. 125), arguing that the headquartering effect necessarily leads to a prioritisation of the 

northern interests (Barkemeyer et. al, 2015) and their stakeholders’ agenda, failing to empower 

the stakeholders from Developing Countries (Barkemeyer & Figge, 2014). Nevertheless, an 

empirical study conducted by Gruber and Schlegelmich, (2015) showed proof of decision-

making autonomy at the local level, as every multinational company interviewed agreed that 

Africa was a special market, and most companies devoted special attention to it. The study 

concluded that “it seems as if Africa truly poses unique challenges to companies, which 

necessitate responsive CSR strategies to encounter them” (Gruber & Schlegelmich, 2015, p. 

594). This is an essential aspect to consider throughout the analysis. The dichotomy of the 

African and European reality should guide the research regarding the adaption of the 

programmes. Africa is a particular case given its history of environmental degradation, conflicts 

and severe poverty (Kolk & Lenfant, 2010; Kolk & Lefant, 2013) and therefore “CSR, as a 

locally rooted notion, should reflect “African” realities and take specific historical and cultural 

factors into account” (Kolk & Lenfant, 2013, p. 46). CSR actions should focus on social issues, 

such as education, training, and health care (Filatotchev & Stahl, 2015), whilst in Europe “a 

bias towards environmental issues” might be found in CSR actions (Barkemeyer, 2009). 

 

2.4. International CSR from the perspective of the subsidiaries 

Studying International CSR, from the perspective of the subsidiary from a developing country 

is crucial because it allows companies to understand the unique cultural, social, and economic 

contexts in which their subsidiaries operate. This knowledge can help companies to develop 

CSR policies and practices that are relevant and effective in local communities, which can 

contribute to positive social and environmental outcomes and strengthen their reputation. 

Furthermore, adopting a subsidiary perspective in CSR may assist businesses in identifying and 

addressing any disparities between their global CSR policy and the actual practices of their 

subsidiaries. However, studying CSR practices from the subsidiary perspective is quite 

complex. Some primordial studies have been taking place in recent years (Anlesinya & Abugre, 

2021; Gulema & Roba, 2021; Cho et al., 2021; Amoako et al., 2021), but there is still a lack of 

specialised literature. To create a specialised framework that can efficiently characterise the 

CSR programmes of a subsidiary operation in a Developing country, the Adopt, Adapt and 

Create Approach (Table 1) was developed based on the literature review considered. This 

framework divides the CSR programmes implemented in a subsidiary considering the way their 

origination process, the level of independence and the stakeholders considered, concerning the 

headquarters company, dividing the programmes into three categories. Each category of CSR 

programmes is connected to the international business framework and characterised following 

the key factors: values, motivation, desired goals and implementation.  
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Values and motivation are vital factors to characterise the intentions and the beliefs behind the 

creation of CSR programmes, in accordance with the “Locus and Motivation” framework 

proposed by Hemingway and Maclagan, (2004) and the “Three-Domains of CSR” framework 

proposed by Caroll (1999). The desired goals and implementation are vital factors to 

characterise the objectives behind the creation of the CSR programmes and what problems and 

target groups they aim to tackle, in accordance with the “Stakeholder Approach” proposed by 

Freeman and McNivea (2001) and the “International Business Framework” proposed by 

Bartlett and Ghoshal (1989). 

 

Characteristics of the 

Subsidiary’s CSR towards 

the Headquarters’ CSR 

 

ADOPT 

 

ADAPT 

 

CREATE 

 

NO CSR 

Values Shared (a) Aligned (b) Autonomous (c) Different 

Motivation Shared Aligned Autonomous Different 

Desired Goals Similar Different Autonomous Different 

Implementation Similar Different Autonomous Different 

International Approach Global Transnational Local No CSR 

Table 1: The Adopt, Adapt and Create Approach 

 

Exploring the differences between shared, aligned, and autonomous characteristics is essential 

to comprehend the model. The definition of shared value is stricter than the definition of aligned 

value. The definition of shared value is so strict at its core that when a programme from a 

subsidiary follows a value that is shared with the headquarters company, there is no space for a 

different understanding regarding how that value can be implemented in different programmes; 

the programmes will necessarily be similar, following similar desired goals and having a similar 

implementation process. Whilst an aligned value leaves room for the subsidiary to understand 

the same belief in a different way, aiming to achieve different goals through a different form of 

implementation. We can use some examples to better understanding. 

 

• The case for aligned values: 

Headquarters A believes that carbon offsetting is very important. Therefore, headquarters 

A invests in an offsetting programme that only uses renewable energy. In the case of its 

subsidiary B, an offsetting programme focused on reforesting is more suitable for the 

company’s context; therefore, subsidiary B invests in an offsetting programme through 

reforesting. Both the companies created offsetting programmes, aligned with the value that 

offsetting is important, but the programmes created are not exactly similar.  

 

• The case for shared values:  

Headquarters A believes that a carbon offsetting focused on using renewable energy only 

is very important. Therefore, headquarter A and subsidiary B invest in offsetting 

programmes that only use renewable energy. The programmes are the same, as they share 

the same value.  

 

• The case for autonomous values: 

When two companies have autonomous values, no matter if the values are the same or 

different, they are not shared or aligned, as no interaction between the companies happens. 

Two companies that share all their values necessarily have the same identity. Nevertheless, 

two companies that only align their values can have different identities, following a similar 

underlying structure. 
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The Adopt, Adapt and Create approach results in the following categories of programmes: 

1) Programmes that follow the Adopt Approach 

This type of programmes are developed in the subsidiary by adopting similar existent 

programmes from the headquarters company. Because they are adopted entirely as they 

were conceived in the headquarters, the programmes implemented in the subsidiaries and 

in the headquarters have shared values and shared motivation, similar desired goals and 

similar implementation. These programmes are created based on developed countries' 

standards, and local responsiveness is not central. Therefore, we can consider that these 

programmes are aligned with the global and international strategy. It is possible to consider 

that when a firm follows an international or global strategy most of the programmes of its 

subsidiaries will be adopted from similar programmes implemented in the headquarters. 

2) Programmes that follow the Adapt Approach 

This type of programme is developed in the subsidiary by adapting similar programmes 

from the headquarters company. These programmes are adapted to the local context, 

stakeholders and needs but preserve the same basic structure as the analogous programmes 

from the headquarters company. We can consider that these programmes have values and 

motivation aligned with the similar programmes implemented in the headquarters company, 

but their desired goals and implementation are adapted to the local needs. These 

programmes consider both international and local stakeholders, balancing a level of 

responsiveness to both parties. Therefore, these programmes are aligned with the 

transnational strategy. It is possible to consider that when a firm follows a transnational 

strategy, most of the programmes of its subsidiaries will be adapted from programmes 

implemented in the headquarters. 

3) Programmes that follow the Create Approach 

These programmes are created, developed, and implemented by the subsidiary 

autonomously. Existing programmes of the headquarters company do not influence these 

programmes, having autonomous values, motivation, desired goals and implementation 

focused on the local context of the subsidiary. These programmes consider the local 

stakeholders exclusively, prioritising the level of responsiveness to these parties. Therefore, 

these programmes are aligned with the local, also known as multidomestic, approach. It is 

possible to consider that when a firm follows a local approach, most of the programmes of 

its subsidiaries will be created autonomously. 

 

There is also the possibility that the subsidiary company does not follow any CSR programmes 

(“NO CSR”). In this possibility, the subsidiary does not follow the same core values, 

motivation, desired goals or implementation as the headquarters company CSR programmes, 

as social dumping is present in the subsidiary’s operations. 

 

3. CONCLUSIONS 

Literature on Corporate Social Responsibility often lacks studies focused on developing nations' 

perspectives. Driven primarily by a northern agenda, literature on International CSR tends to 

focus on the perspective of the headquarters companies, sacrificing studies focused on the 

perspective of its subsidiaries. Studying International CSR practices from a Multinational, 

considering the perspective of the subsidiaries operating in developing countries, is essential to 

fully understand the impact of CSR globally, especially where it is needed the most. To classify 

the CSR programmes developed in subsidiaries, we can use the “Adapt”, “Adopt”, and “Create” 

approach that classifies CSR programmes in accordance with the Values, Motivation, Desired 

Goals and Implementation process they follow, linking these programmes with the International 

Business Framework of “Global”, “Transnational” or “Local” programmes. 
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APPENDIX 

 

 

Annex 1: Evolution of papers about CSR, Indexed in Scopus 

Scopus, Graph CSR, Retrieved on the 4th of April 2022 

TITLE-ABS-KEY ( "corporate social responsibility" )  AND  ( LIMIT-TO (SUBJAREA, 

“BUSI”) OR LIMIT-TO (SUBJAREA, “SOCI” OR LIMIT-TO (SUBJAREA “ECON”)) 
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ABSTRACT 

Combined heat and power (CHP) systems offer a promising solution for reducing energy 

consumption and greenhouse gas (GHG) emissions, by minimizing losses associated with 

separate heat and electricity production. Given the energy crisis that Europe faced in 2021, 

this paper examined the economic performance of CHP system in the context of significant 

changes in the energy market. Specifically, the study aimed to investigate the impact of rising 

gas and CO2 allowance prices, which directly affect the price of electricity generated by CHP 

system. Two scenarios were evaluated using sensitivity analysis, each assessing the effect of 

varying gas and CO2 allowance prices. Additionally, changes in electricity prices were also 

analyzed to assess their potential impact on the economic performance of gas CHP system. The 

findings indicate that the economic performance of CHP system is highly vulnerable to 

fluctuations in gas and CO2 allowance prices, as well as electricity prices. Therefore, it is 

critical to account for these factors when designing and operating gas CHP systems, to optimize 

performance and financial returns. This study provides a valuable tool for decision-making and 

designing efficient and effective CHP systems, by analyzing the effects of changing energy 

market conditions on their economic performance. 

Keywords: CHP plant, Energy generation, Sensitivity analysis, Net present value, Internal rate 

of return 

 

1. INTRODUCTION   

According to the European Green Deal (EC, 2019), energy generation and consumption account 

for three-quarters of all greenhouse gas emissions in the EU. Therefore, the EU strongly 

encourages investments in renewable energy sources to reduce these emissions. It is also in 

Croatia's strategic interest that changes in the overall energy consumption structure move 

towards increasing energy supply security and quality, with a focus on greater use of renewable 

energy sources, and low-emission greenhouse gas technologies. The Energy Development 

Strategy of the Republic of Croatia (Official Gazette, 25/2020) highlights the importance of 

natural gas in the shift towards a low-carbon economy, as the fossil fuel with the lowest CO2 

emissions.This aligns with the EU taxonomy, which provides a categorization system for 

economically viable investment activities that are environmentally sustainable. The EU 

taxonomy for sustainable activities (EC, 2022) includes gas and nuclear energy as transitional 

fuels that can aid in the achievement of climate neutrality by 2050. Their utilization can expedite 

the transition from more harmful energy sources such as coal. However, in 2021, Europe faced 

an energy crisis characterized by exceptionally high prices of natural gas and electricity. This 

crisis was compounded by the ongoing Russian invasion of Ukraine, which further intensified 

concerns about energy security and the need to transition towards alternative energy sources. 

To address this situation, the European Commission introduced the REPowerEU Plan in March 

2022 (EC, 2022a), with the goal of ending the EU's dependence on Russian fossil fuels, 

particularly imports of natural gas, by the year 2030. Despite this plan, conventional energy 

sources still occupy a significant portion of Europe's energy portfolio, highlighting the need for 

continued efforts to transition to more sustainable energy sources. While addressing Europe's 

energy crisis, ensuring a secure supply of electricity remains a critical priority for European 
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Member States (VVA consulting, Copenhagen Economics, Neon & Deloitte, 2018). Moreover, 

preparing the EU electricity market for the transition to clean energy is an essential component 

of the Clean Energy for all Europeans package introduced by the European Commission in 

2019 (EC, 2019a). Combined heat and power (CHP) systems are a type of power generation 

system that produce both electricity and heat, with some of the generated heat delivered as a 

product, resulting in higher cogeneration efficiencies. One of the main advantages of CHP, also 

known as cogeneration, is its potential to minimize energy consumption and lower greenhouse 

gas emissions by avoiding the losses associated with separate production of heat and electricity. 

Consequently, CHP systems can make a notable contribution to mitigating climate change. 

However, recent research has shown that investments in conventional, flexible power plants 

such as natural gas have become unprofitable, despite the need for investments in flexible 

energy production facilities (see Borozan et al., 2020). These facilities may be the sole viable 

choice in an electricity system with significant penetration of intermittent renewables. In 

addition, earlier studies, such as those of Gołębiewski and Galant-Gołębiewska (2021), 

Colantoni et al. (2021) and Pääkkönen and Joronen (2019), have demonstrated that CHP 

facilities, and their financial flows, are highly sensitive to changes in input parameters, 

particularly gas and CO2 allowance prices, while economic performance is significantly 

dependent on projected electricity prices. Therefore, the purpose of this paper is to examine the 

potential effects of changes in the energy market on the viability of investing in a 450 MW CHP 

unit designed for the simultaneous production of electricity and thermal energy based on gas 

turbine technology. This single-shaft concept has four main components: a steam turbine, 

generator, gas turbine, and an exhaust gas boiler. The paper will evaluate financial indicators, 

such as NPV and IRR, for three distinct scenarios, to determine the sensitivity of the results to 

changes in gas and CO2 allowance prices, as well as changes in electricity prices. The 

remainder of this paper is organized as follows. Following the introduction, the second chapter 

presents a conceptual framework that comprises a literature review on the effects of price 

changes in input parameters on the economic performance of CHP plants. The third chapter 

provides a description of the data sources and methods used for the analysis. In the fourth 

chapter, the impact of changes in gas and CO2 allowance, as well as electricity prices on the 

financial indicators is discussed. The paper concludes with the final chapter, where the findings 

are summarized and conclusions are drawn. 

 

2. CONTEXTUAL BACKGROUND WITH LITERATURE REVIEW  

Risk is inherent in any investment decision, and the presence of uncertainty can have a 

significant impact on the outcome of future events. Sensitivity analysis is a useful method for 

anticipating the effect of input data on the output results of a model. This method is particularly 

important in the assessment of investment projects where uncertainty is a factor, such as in the 

case of combined heat and power (CHP) systems. CHP systems face potential risks stemming 

from multiple factors, such as fluctuations in fuel costs, electricity and thermal prices, and 

potential escalation in CO2 allowance prices. Therefore, previous research has highlighted the 

importance of considering multiple uncertainties and economic parameters when evaluating the 

economic performance of CHP systems. Gołębiewski and Galant-Gołębiewska (2021) 

highlighted the importance of investment risk considerations and sensitivity analysis in 

evaluating the profitability and viability of CHP plants. Their technical and economic analysis 

of distributed electricity and heat production using natural gas evaluated the impact of changes 

in gas and electricity prices and environmental fees on investment profitability. The results 

demonstrated that variable power solutions have the lowest investment risk and potential as a 

viable option for distributed energy production. Similarly, Król and Ocłoń (2019) conducted an 

energy and economic analysis of a hybrid cogeneration power plant in Poland and performed a 

sensitivity analysis to assess the impact of significant changes in the energy market since early 
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2018. The authors highlighted the vulnerability of hard coal technologies to the increasing CO2 

allowance prices. Król and Ocłoń (2018) have been additionally dealing with the cost of CO2 

emissions and found that the CO2 emission cost has a considerable influence on the 

installations' profit. Additionally, their cost analysis of a medium-sized CHP operation in 

Poland found that future CO2 emission price increases have a significant impact on thermal and 

electrical energy production activity. In a study by Colantoni et al. (2021), the Net Present Value 

(NPV) of investment in cogeneration plants was assessed through Monte Carlo simulation, 

evaluating the likelihood of a favorable NPV for cogeneration plants of three different sizes. 

The sensitivity analysis revealed that the cost of biomass, electricity selling price, and amount 

of gasification product gas were the most significant factors affecting the NPV. The authors 

proposed that the utilization of internally generated biomass waste and green energy certificates 

could contribute to the success of the initiative. Pääkkönen and Joronen (2019) analyzed the 

feasibility of operational flexibility in a bio-fueled CHP plant using a spreadsheet model. Their 

study demonstrated that CHP plants could balance power gaps and be profitable in future energy 

systems. The sensitivity analysis conducted identified fuel costs and selling price for heat as the 

two most significant factors influencing the CHP plant's profitability. Other researchers have 

examined the potential of using new technologies and energy sources in CHP plants. Zhang et 

al. (2018) introduced a novel combined cooling, heating and power (CCHP) system that uses 

biomass, natural gas, and geothermal energy. Through thermodynamic and economic analyses, 

the authors investigated the impact of operating parameters and economic factors on the 

system's performance. Their study included a sensitivity analysis of economic factors, which 

revealed that an increase in biomass and natural gas prices, as well as interest rates, led to a rise 

in the levelized cost of energy. Older studies such as Tolis and Rentizelas (2011) provided 

insights on the impact of different scenarios of electricity and CO2 allowance prices on power 

sector portfolios. Their study highlighted the potential benefits of increasing electricity prices 

and raising CO2 allowance prices, which could generate favorable conditions for renewable 

energy investments. Additionally, Keppo and Savola (2007) investigated the financial 

feasibility of small biofuel-fired CHP plants by utilizing an optimization model that was 

founded on simulation data for three operational plants. Their outcomes imply that elevated 

electricity prices or reduced investment expenses are necessary to make CHP plants desirable 

for use in minor district heating networks. However, the sensitivity of their findings to the 

original economic parameters points to the potential uncertainty over future cash flows, which 

could reduce investments in small CHP plants. Finally, Wang et al. (2011) developed a techno-

economic model to analyze hybrid heating systems that incorporate combined heat and power 

plants and gas-fired boilers, with a specific focus on conducting sensitivity analysis and 

examining the effects of fuel prices. The results indicate that the heating cost of a CHP system 

is more sensitive to fluctuations in coal price, whereas the optimal heat load ratio is more 

affected by variations in gas prices. These findings highlight the importance of considering fuel 

prices and sensitivity analysis when designing hybrid heating systems. Overall, these studies 

demonstrate the importance of considering economic viability when making decisions 

regarding the power sector. Renewable energy investments, operational flexibility, and 

sensitivity analysis of economic parameters are all important factors to consider in ensuring 

profitable and sustainable energy systems. 

 

3. METHODOLOGY 

3.1. Analysis assumptions and data sources 

The analysis was conducted from the perspective of the investor and is based on constant prices. 

The financial analysis period is forecasted for 20 years. The investment amount in the project 

is based on the technical and technological characteristics of the plant (see more in Borozan et 

al., 2015).  



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

82 

In the base scenario, the price of natural gas is estimated at €25/MWh, the price of electricity 

at €65/MWh, and the cost of emitting one ton of CO2 at €10/ton. Two assumptions about 

electricity prices were used to optimize electricity production: a period of high electricity prices 

and a period of low electricity prices. In addition, the week is divided into three different types: 

five working days, Saturday, and Sunday. For natural gas, hot water, and steam prices, it was 

assumed that they do not depend on the time of day. As for thermal energy production, a 

capacity of 125 MWt is predicted. The number of working hours per year varies depending on 

the maintenance mode of the gas turbine. The following table illustrates the share of individual 

operational costs in the total operational costs of the CHP plant. 

 

Cost Share, in % 

Fuel costs 66.64% 

Maintenance costs 5.24% 

Salaries  0.20% 

Water charges 0.15% 

Costs for CO2 and NOx emissions 5.79% 

Cooling water costs 1.44% 

Depreciation  11.32% 

Financial costs 7.39% 

Administrative, service and immaterial costs 1.84 

Total  100.00 

Table 1: Share of individual operational cost categories in the total operational costs of the 

CHP plant 

 (Source: IGH, 2014) 

 

Considering that natural gas accounts for 2/3 of the total operational costs of CHP 450 power 

plant and represents a significant portion of the expenses involved in generating heat and 

electricity, its role in maintaining competitive energy production is crucial. In addition, 

emission fees comprise nearly 6 % of the operational costs of CHP plant and will be included 

in the sensitivity analysis alongside natural gas. Ultimately, the analysis will test the sensitivity 

of project financial indicators to fluctuations in electricity prices. The Central European Gas 

Hub (CEGH) in Baumgarten is an essential data source for monitoring gas spot prices in this 

paper. The leading power exchange for trading in Central Western Europe, the United 

Kingdom, and the Nordic countries is the European Power Exchange (EPEX), which is the 

basis for electricity spot prices. Statista (2023) is a key source of data for the spot prices of 

European Union Emission Allowances (EUA). Figure 1 shows the annual average trends of 

natural gas prices (in euros per MWh), electricity prices, and EUA prices from January 2016 to 

September 2022. 

 

 

 

 

 

 

Figure following on the next page 
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Figure 1: Gas, electricity and EUA prices in the period 2016-2022 

(Source: for gas prices, CEGH; for electricity prices, EPEX; for EUA prices, Statista) 

 

Given the significant changes that have occurred in the energy market since 2018, the sensitivity 

analysis in this study will utilize assumptions about gas prices, electricity prices, and CO2 

allowance prices, based on average spot prices from 2018, 2020, and 2022. These assumptions 

will be used to calculate financial indicators, namely NPV and IRR and to consequently 

reevaluate the investment project. The changes in gas prices, electricity prices, and CO2 

allowance prices compared to the base scenario prices are presented in Table 2. 

 

Year 

Average spot prices Price change (Base scenario =100) 

Gas 

(€/MWh) 

Electricity 

(€/MWh) 
CO2 (€/t) Gas Electricity CO2 

2018 23.02 46.97 15.94 92.07 72.27 159.36 

2020 9.99 33.15 24.62 39.98 50.99 246.17 

2022 132.27 272.37 81.62 529.07 419.04 816.22 

Table 2: Changes in gas prices, electricity prices, and emission allowance prices compared to 

the base scenario 

 

As can be observed from the preceding table, the energy market is undergoing notable changes 

that have a consequential impact on the profitability of undertaken investments. With the 

increase in input parameter prices for the project, in this case, gas, electricity, and CO2 

allowances by 429.07%, 319.04%, and 716.22%, respectively, in 2022, no project can be 

financially justified. 

 

3.2. Methods 

Financial net present value (FNPV) represents the difference between the present value of a 

project's net cash flows and the present value of the investment amount. The equation shows 

the formula for calculating the financial net present value. 
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Equation 1. Financial net present value calculation  

 

 𝐹𝑁𝑃𝑉 = ∑ 𝑁𝑃 ∗
1

(1+𝑟)𝑛
𝑡
𝑛=1   

 

where: 

FNPV – Financial net present value 

NP – net cash flows 

r – discount rate  

n – years 

 

Net present value of cash flow includes all revenues and costs of the investment and takes into 

account the time value of money. When assessing FNPV, three values may arise: 

 

FNPV < 0,     FNPV = 0     and     FNPV > 0.  

 

When the cash flows of a project or investment are discounted using a particular discount rate, 

a positive FNPV indicates that the project or investment is profitable, while a negative NPV 

implies that the project or investment is not profitable. 

 

Internal rate of return (Internal rate of profitability, IRR) is another important indicator of 

project efficiency and represents the discount rate at which the financial net present value of 

the project is equal to 0. Equation 2 shows the formula for calculating the internal rate of return. 

 

Equation 2. Internal rate of return calculation  

 

 0 = ∑ 𝑁𝑃 ∗
1

(1+𝑟)𝑛
𝑡
𝑛=1   

 

If the internal rate of return is lower than the discount rate, the project's revenues will not cover 

the costs. 

 

Sensitivity analysis. By conducting sensitivity analysis, the sensitivity of the project to changes 

in critical parameters is determined. The ultimate goal is to determine the values of the financial 

net present value and internal rate of return after changing critical parameters. These 

calculations lead to new project acceptability values calculated within the financial analysis of 

the project, enabling the analyst to assess and draw conclusions about the impact of changing 

critical variables on project results. 

 

4. RESULTS AND DISCUSSION   

Sensitivity analysis determines the project's sensitivity to changes in key parameters. The 

sensitivity analysis for the 450 MW CHP power plant construction project will be performed 

for the following key parameters: natural gas price, CO2 allowance price, and electricity price. 

In the sensitivity analysis, changes in the project's financial indicators (FNPV and IRR) will be 

tested against changes in the energy market. Specifically, average spot prices on the energy 

market for gas, electricity, and CO2 allowances will be used to determine how significant 

changes in the energy market would affect the project's profitability compared to the base 

scenario where gas price of €25/MWh, electricity price of €65/MWh, and CO2 allowance price 

of €10/t were used. The following table shows the effects of these changes on the economic 

performance of investing in a 450 MW CHP.  
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Base 

scenario 

= 100 

Change in the NPV and IRR as a result of the change in the price of: 

2018 2020 2022 

gas 
electrici

ty 
CO2 gas 

electrici

ty 
CO2 gas 

electrici

ty 
CO2 

NPV 100 189.11 -421.37 46.20 775.55 -865.70 -33.27 -5,876.54 5,433.82 -653.04 

IRR 100 122.09 -148.55 85.73 242.36 NA 62.91 NA 815.64 -682.64 

Table 3: Sensitivity analysis of NPV and IRR compared to the base scenario 

 (Source: Author’s calculations) 

 

Table 3 demonstrates that the project is highly sensitive to changes in electricity and natural 

gas prices, as well as CO2 allowance prices. The changes that occurred in the energy market 

have led to a deterioration of investment financial indicators. The increase in electricity prices 

in 2018 resulted in a negative FNPV, which was also the case in 2020. During 2022, a 

significant increase in electricity prices impacted an increase in financial indicators. On the 

other hand, in 2022, the price of natural gas also increased significantly, resulting in a negative 

FNPV. In order to determine the inputs that have the greatest impact on the financial indicators 

of investment feasibility, an additional sensitivity analysis was conducted where the critical 

project parameters were varied by +/- 5% and +/- 10% (individually, without changing other 

parameters) (Table 4).  

 

 
Base 

scenario 

= 100 

5% 10% 5% 10% -5% -10% 

gas CO2 electricity 

NPV 100 43.74 -12.74 95.47 90.94 16.41 -69.00 

IRR 100 85.00 69.00 98.82 97.64 77.36 51.91 

Table 4: Sensitivity analysis of NPV and IRR  

 (Source: Author’s calculations) 

 

It was found that an increase of 10% in the natural gas price, as well as a decrease in the 

electricity price by the same percentage, results in a negative financial net present value. Earlier 

research confirmed that the fuel price is the dominant factor influencing the economic 

performance of CHP plants (Colantoni et al., 2021; Pääkkönen and Joronen, 2019; Wang et al., 

2011).On the other hand, the emission allowance prices do not have a similar impact on this 

project’s financial indicators. Namely, an increase in CO2 allowance prices by 10% results in 

slightly less than a 10% reduction in project NPV. However, when market changes are so 

significant that emission allowance prices increase by more than 400 % over a four-year period, 

then their impact on the assessment of project financial feasibility becomes significant. In this 

context, the aforementioned observation aligns with previous studies that have investigated the 

influence of emission prices on the economic performance of CHP plants, as demonstrated by 

Król and Ocłoń (2018, 2019). The findings indicate that it is crucial to take into account the 

aforementioned factors when designing and operating combined heat and power (CHP) 

systems, in order to attain the best possible performance and financial returns. Therefore, it is 

recommended to conduct a thorough analysis of the energy market trends and input parameter 

changes, such as natural gas and electricity prices, as well as CO2 allowance prices, and their 

impact on project feasibility indicators. 

  

5. CONCLUSION   

Recent political developments have highlighted the EU's mixed response to the transition 

towards climate neutrality. While there has been a drive towards increasing renewable energy, 

efficiency, and alternative energy sources, which are seen as essential for reducing reliance on 

fossil fuels and mitigating against energy price hikes, arguments have also been made for the 

need to invest in new fossil gas infrastructure to diversify supply routes and secure long-term 

supply contracts with non-Russian producers.  
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This debate over the role of natural gas as a transitional fuel has raised concerns about its 

environmental impact, emphasizing the need for careful consideration of alternative energy 

sources and the development of sustainable, low-carbon energy systems. In this paper, the 

objective was to assess the impact of changes in the energy market on the viability of investing 

in a 450 MW CHP unit that generates both electricity and thermal energy simultaneously. Three 

distinct scenarios were examined, and financial indicators NPV and IRR were evaluated to 

ascertain the impact of gas and CO2 allowance prices, as well as electricity prices. The results 

showed that the project is highly vulnerable to variations in electricity and natural gas prices, 

as well as CO2 allowance prices. Changes in the energy market would negatively affect the 

project's financial indicators. Specifically, the increase in electricity prices in 2018 and 2020 

would result in a negative FNPV. However, during 2022, a substantial increase in electricity 

prices would have a positive impact on financial indicators. Conversely, the significant increase 

in gas price in 2022 would lead to a negative FNPV. Additionally, it was observed that a 10% 

increase in natural gas prices or a 10% decrease in electricity prices would result in a negative 

FNPV. To make informed decisions about energy investments, it is crucial to understand how 

changes in the energy market can impact the feasibility of different types and sizes of CHP 

systems. Further research is needed to explore this issue, which would allow for a more 

informed selection of viable energy projects under varying market conditions. Additionally, it 

is essential to investigate the role of natural gas in the transition to a low-carbon energy system. 

By examining the potential risks and benefits of investing in new fossil gas infrastructure, it 

could be better determined if such investments align with climate goals and energy security 

objectives.  
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ABSTRACT 

To acquire a competitive advantage nowadays, logistics businesses must adopt novel strategies. 

European logistics 3pl companies have to consider whether redesigning their social media 

marketing might increase the effectiveness of their digital marketing strategy. Insights from this 

study will be used to help European logistics firms improve the effectiveness of their digital 

marketing in social media. The collection of behavioral big data from the logistics industry 

businesses is the first step. Next come regression and correlation analyses, as well as the 

creation of fuzzy cognitive map simulation. The results revealed that in order to optimize social 

media interactivity logistics companies need to upload more posts per day. Additionally, in 

order to increase followers on social media, they need to increase their app ratings in Google 

Play. 

Keywords: competitive advantage, digital transformation, digital marketing, logistics, social 

media 

 

1. INTRODUCTION  

The application of new digital technologies (social media, big data, web analytics) to allow big 

changes in companies such as improving customer experience and optimizing processes, is 

known as digital transformation (Matt et al., 2015). Digital transformation has an impact on 

how businesses manage knowledge and challenges their business strategies. It provides 

businesses the option of either growing or gradually disappearing (Verhoef et al., 2021). The 

digital transformation is an ongoing process that changes according to the digital maturity of 

the company (Morakanyane et al., 2017). According to Kane et al. (2017), digital maturity can 

be described as “the degree to which organizations have adapted themselves to a digital business 

environment”. 
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2. LITERATURE REVIEW  

2.1. Digital transformation in marketing  

Businesses that identify their aims and act appropriately are more likely to succeed.  Digital 

transformation in marketing is about exploiting the digital entity of the physical company 

(Miklosik & Evans, 2020). It entails continually evolving all parts of the company model, such 

as what it sells, how it communicates with clients, and how it performs, through the use of 

technology (Melović et al., 2020). Digital marketing entails performing a series of careful and 

reinforcing activities that lead to the formation of powerful digital strategies (Miklosik & Evans, 

2020; Sakas et al., 2022b; Sakas et al., 2022c). Presently, marketing is interconnected through 

social media-based, where client involvement is critical for long-term revenues. The logistics 

companies' audiences are demographically varied and personalization and user experience 

optimization are crucial, in order to create an effective digital marketing strategy (Sakas et al., 

2022a). Due to digitalization and the use of big data, the logic of marketing has been 

transformed. For instance, the budget to advertise a product on social media is 1000% less than 

the same tv advertisement in order to reach the same amount of audience (Bhargava, 2015). 

 

2.2. Digital transformation in 3pl logistics 

According to previous research, just around half of logistics clients are pleased with their digital 

experience, and businesses today have not invested sufficiently to improve this percentage 

(Kern, 2021). Additionally, this percentage might be lower due to the lack of implementation 

of a corporate social responsibility strategy (Reklitis et al., 2017). The logistics networks of 

businesses can become more environmentally sustainable using big data. Logistics companies 

may also save funds and help to a more productive and ecologically responsible strategy by 

utilizing technology (Kaur & Singh, 2018). The 4th Industrial Revolution is expected to 

significantly change 3pl management by embedding innovative technologies in everything, to 

dramatically increase efficiency as well as client satisfaction. Technological innovations have 

emerged because of digitalization, forcing 3PLs to adapt to changing contexts with varying 

consumer needs (Alicke et al. 2016).  

 

2.3. Social media analytics and research hypothesis 

Social media analytics are crucial for the development of an effective digital marketing strategy 

(Sakas et al., 2022c). The procedure of gathering and evaluating consumer data provided on 

social media in order to enhance a company's business decisions is known as social media 

analytics (Fan & Gordon, 2014). Social media can assist companies by allowing decision-

makers to identify customers' behavior patterns that are important to formulate a digital 

marketing strategy (Saura et al., 2021). Marketers may also examine the effectiveness of other 

social media platforms, such as Instagram and Twitter, as well as particular social media 

postings, to identify which messages and themes connect most with the targeted consumers 

(Saura et al., 2021). Social media analytics can be extracted from corporate social media and 

can illustrate the users’ behavior (Sakas et al., 2022c). In this paper, the authors extracted the 

social media analytics from the webpage Fanpagekarma.com. and the app ratings have been 

extracted with the assistance of a web scraping tool. The following table illustrates the extracted 

data. 
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 Explanation 

Post interaction This social media analytic 

displays the average number of 

the totality of interactions 

(FanpageKarma.com, 2023). 

Total Reactions, Comments, Shares This social media analytics refers 

to the "Number of interactions on 

page-posts, that were published in 

selected time period.” 

(FanpageKarma.com, 2023). 

Fans This social media analytics refers 

to the total number of fans per 

social media page 

(FanpageKarma.com, 2023). 

Page Performance Index The Page Performance Index 

(PPI) measures user engagement 

and growth. It combines these 

data to measure a a social media 

page's performance. 

(FanpageKarma.com, 2023). 

Number of Comments This social media analytics refers 

to the total number of comments. 

(FanpageKarma.com, 2023). 

Number of Likes This social media analytics refers 

to the total number of likes. 

(FanpageKarma.com, 2023). 

Follower Growth Percentage This social media analytics refers 

to a social media profile's average 

weekly growth rate. 

(FanpageKarma.com, 2023). 

Table 1: Social media analytics 

 

The following hypotheses have been created in order to examine the interactivity of European 

logistics customers with the corporate social media. 

• H1: The “Post Interaction” analytic positively affected by the “Total Reactions, Comments, 

Shares” and the total number of “Fans” 

• H2: The “Page Performance Index” analytic positively affected by the “Number of  

Comments” and the total “Number of Likes” 

• H3: The App Ratings in google play analytic are positively affected by the “Page 

Performance Index” and “Follower Growth Percentage” 

 

3. METHODOLOGY 

In the first part of the study social media analytics has been collected from the website named 

'FanpageKarma.com' for the top ten European logistics companies. Additionally, with the 

assistance of a web scrapping tool, their app reviews have been extracted. In both cases, the 

collected data refers to the last 280 days. In the second part of the paper, those data have been 

statistically analyzed. Finally, with the assistance of the correlation and regression models, two 

optimization scenarios have been created. 
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4. RESULTS  

4.1. Statistical Analysis  

The following tables 2&3 illustrate the results of the first hypothesis. Positive significant 

correlation can be observed between the post interaction and the total reactions, comments, and 

shares which is expected. Interestingly, a negative interaction can be observed between the post 

interaction and the total fans. This is aligned with previous research on logistics websites and 

shows the necessity of creating social media with less but clear information on how to track a 

parcel (Sakas & Terzi, 2010). The regression model revealed that for every 1% increase in post 

interaction, a 44,5% increase in total reactions, comments, and shares can be observed, and a 

decrease of 32,4% in total fans. 

 

 Post 

interaction 

Total Reactions, Comments, 

Shares 

Fans 

Post interaction 1   

Total Reactions, Comments, 

Shares 

,445** 1  

Fans -,314* ,197 1 

**. Correlation is significant at the 0.01 level (2-tailed).*. Correlation is significant at the 

0.05 level (2-tailed). 

Table 2: First hypothesis correlations 

 

 Standardized 

Coefficient 

R2 F pValue 

Constant (Post interaction) - ,366 13,257 ,000 

Total Reactions, 

Comments, Shares 

,527   ,001 

Fans -,417   ,000 

Table 3: First hypothesis Regression 

 

The following tables 4&5 illustrate the results of the Second hypothesis. Positive significant 

correlationσ can be observed between the Page Performance Index, the Number of Comments 

and the Number of Likes with p=,352* and p=,710** respectively. This is expected since the 

overall engagement is affected by the comments and the likes. This is also aligned with previous 

research in the hospitality sector (Sakas et al., 2022c). The regression model revealed that for 

every 1% increase in Page Performance Index, a 35,2% increase in total reactions, comments, 

and shares can be observed, and an increase of 71,% in the Number of Likes. 

 

 Page 

Performance 

Index 

Number of Comments Number 

of Likes 

Page Performance Index 1   

Number of Comments ,352* 1  

Number of Likes ,710** ,575** 1 

**. Correlation is significant at the 0.01 level (2-tailed).*. Correlation is significant at the 

0.05 level (2-tailed). 

Table 4: Second hypothesis correlations 
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 Standardized 

Coefficient 

R2 F pValue 

Constant (Page 

Performance Index) 

- ,510 23,897 ,000 

Number of Comments ,759   ,507 

Number of Likes -,084   ,000 

Table 5: Second hypothesis Regression 

 

The following tables 6&7 illustrate the results of the third hypothesis. Negative significant 

correlations can be observed between the Apps Ratings, the Page Performance Index, and the 

Follower Growth Percentage with p=-,365* and p=-,330* respectively. This is a very interesting 

finding which highlights that the logistics apps are not easy to use and user friendly which has 

a negative effect on social media activity and vice versa. The big data analytics can be beneficial 

for the analysis and optimization of those logistics apps (Byun et al., 2020), as implemented in 

high-tech sector (Terzi et al., 2011). The regression model revealed that for every 1% increase 

in post interaction, a 44,5% increase in total reactions, comments, and shares can be observed, 

and a decrease of 32,4% in total fans. 

 

 Apps Ratings Page Performance Index Follower 

Growth 

Percentage 

Apps Ratings 1   

Page Performance Index -,365* 1  

Follower Growth Percentage -,330* ,514** 1 

**. Correlation is significant at the 0.01 level (2-tailed).*. Correlation is significant at the 

0.05 level (2-tailed).  

Table 6: Third hypothesis correlations 

 

 

 Standardized 

Coefficient 

R2 F pValue 

Constant (Apps Ratings) - ,159 3,303 ,001 

Page Performance Index -,264   ,160 

Follower Growth 

Percentage 

-,190   ,308 

Table 7: Third hypothesis Regression 

 

4.2. Fuzzy Cognitive Map  

The Fuzzy Cognitive Map (FCM) has been developed using the statistical models described 

above. FCM is critical for decision-makers in order to identify the issue and produce 

optimization scenarios. As big data is unstructured information, illustrating the cause-and-effect 

links of a system on a map is quite valuable for decision-makers (Son et al., 2019). Figure 1 

depicts the FCM as well as the strength of the relationship between social media analytics. The 

stronger the relationship, the broader the line. 

 

 

 

Figure following on the next page 
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Figure 1: Fuzzy Cognitive Map of Social Media Analytics 

 

The following Figures 2&3 present the optimization scenarios that marketers need to implement 

in order to improve the interactivity and the follower growth of their social media.  In order to 

increase the number of followers by 10% companies need to increase the total use engagement 

(Page Performance Index) by 2%. Additionally, they need to make their mobile application 

easy to use for customers. 

 

Figure 2: Follower Growth Optimization Scenario 

 

In order to improve the interactivity of their social media by 10%, marketers need to place more 

advertisements in order to increase follower growth by 11%. Additionally, they need to create 

more engaging content to improve the number of comments, likes, and fans. The interesting 

outcome relies on the fact when interactivity increases the app rating decreases. This is fully 

aligned with previous research. In contradiction to other industry apps, such as clothing, 

logistics customers want to enter fast, search for a parcel as fast as possible, and then exit the 

app (Sakas et al, 2022a). For this kind of user, the apps need to be created as simple as possible 

with clear instructions. 
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Figure 3: Interactivity Optimization Scenario 

 

5. CONCLUSION   

This study made a contribution by creating a two-stage data-driven approach for assessing 

social media analytics on the top ten European logistics organizations. Furthermore, the study 

expands the arsenal of researchers while seeking to expand critical digital marketing prior 

outcomes and future strategies. This study demonstrated the use of Fuzzy Cognitive Maps in 

the assessment of macro-level issues and the development of optimal social media optimization 

scenarios. This research has three practical consequences. To begin, marketers must generate 

more interesting content in order to increase the number of comments, likes, and fans. Second, 

because of the nature of the users, developers must ensure that logistics applications are simple 

to use and user-friendly. Thirdly, in order to increase followers on social media, they need to 

increase their app ratings in Google Play. 
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ABSTRACT 

In competitive markets, such as the logistics sector, the optimization of digital marketing 

strategies is the key to ensure high levels of customer satisfaction that will ultimately lead to 

increased business sales and higher market share. The evolution of new technologies forces 

logistics companies to constantly look for new ways to increase their websites’ traffic in order 

to maintain existing customers and acquire new ones. To effectively perform in such a 

demanding era, marketing managers need to employ well-defined digital marketing strategies 

in order to build a competitive advantage. The present research investigates the role of website 

metrics, as website performance indicators, on business performance within the supply chain. 

With the intention to shed light into the relationship between business performance and digital 

marketing, the current paper employs an innovative methodology based on web analytics and 

big data. Five top maritime transport companies with global activities have been selected on a 

6-month period. Following the data collection, the authors performed statistical analysis based 

on websites KPIS. The results demonstrate that there is a significant correlation between 

logistics websites’ KPIs as a marketing lever for the growth of business performance. The 

outcomes of the studies could be used by logistics companies to unlock business potentials, 

scarcely explored before in the maritime transport sector. The paper further demonstrates a 

dynamic simulation model for the proper allocation of resources in order to drive business 

performance. 

Keywords: Digital marketing, business performance, logistics, maritime transport, big data, 

simulation modelling  
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1. TOWARDS THE DIGITALIZATION OF THE MARITIME INDUSTRY: THE 

MARKETING PERSPECTIVE 

Digitalization generates both opportunities and challenges to logistic companies, unleashing 

new waves of innovation in order to ensure business continuity and improve the reliability of 

critical supply lines. The Covid-19 pandemic has further highlighted the importance of 

maritime transport as the backbone of the global economy, since over 80% of merchandise trade 

is transported by ocean shipping (Statista, 2022). Indeed, during the pandemic, the maritime 

sector served as a critical link in the supply chain, delivering essential supplies and keeping in 

this way the industry afloat, while being in uncharted waters. However, the maritime sector is 

not considered as a pioneer in the digitalization of shipping operations and associated activities 

(Raza et al. 2023). As the sector slowly embraces the 4th Industrial Revolution (Ichimura et al., 

2022), the marketing of shipping companies should also follow this digital pathway (Šekularac, 

2021). In today’s fast paced business world, meeting shifting customer and market demands is 

of the essence in order to eliminate the supply chain fragility, which emerged from current 

crises and previous sector’s digital immobility. With the growing shift towards digital 

marketing, the supply chain companies need to navigate new challenges. That is to say, logistic 

companies should not only to rely on providing a service, but also to build strong customer 

relationships and establish authority so as to be researched online and selected. To do so, special 

attention must be place on prioritizing key marketing indicators, as solid business strategy 

pillars, to measure marketing investments that will lead to outstanding business performance 

(Ghahremani-Nahr and Nozari, 2021). In the contemporary changing marketing landscape, 

mapping various marketing metrics from website traffic enable logistic companies to improve 

their bottom line and make accurate business decisions. In order to fill the gap between digital 

technologies and business performance opportunities, multiple review papers have been 

devoted in highlighting the use of big data within the context of maritime services (Sanchez-

Gonzalez et al., 2019; Munim et al., 2020; Parola et al., 2021). However, the majority of studies 

explore the role of web analytics in favor of vessel performance, route planning, speed 

optimization, environmental sustainability, cost savings and navigation safety, among others. 

A huge amount of data regarding the digital marketing aspect of maritime logistic sector still 

remains unexplored, in terms of users’ engagement between the corporate website performance 

and customers’ online purchasing behavior. The purpose of this paper is to highlight the 

importance of website metrics as an incentive to redesign marketing activities of maritime 

services, which will provide rich avenues and vast opportunities to improve business 

performance.  

 

2. DIGITAL MARKETING IN LOGISTICS COMPANIES: THE BIG DATA 

In this highly competitive industry, digital marketing for the supply chain is able to transform 

shipping services, as it reinforces customer engagement and interaction (Mehralian & Khazaee, 

2022). As the digital revolution has drastically changed consumers’ online behavior and their 

ability to purchase (Khan et al. 2022), it becomes a unique challenge for logistics companies to 

stand out and gain a competitive advantage among so many competitors. Therefore, it becomes 

a necessity for companies to move beyond traditional, old-fashioned marketing approaches 

(Ozoglu and Topal, 2020) and invest in digital marketing operations that will fundamentally 

transform the dynamics of the maritime industry in favor of business performance (Omar et al., 

2020). According to Statista (2023), 32.5% of CMOs acknowledge the positive impact of digital 

marketing on business performance. Harnessing digital marketing offers the opportunity to 

businesses to increase the website traffic (Juswadi et al., 2020) and provides a better interactive 

experience across multiple channels. By connecting with potential customers on a larger scale, 

new practical perspectives on the evolving digital customer journey arise, which will ultimately 

lead to the optimization of the customer experience.  
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As customers are spending loads of time online, digital marketing is a boon for companies to 

increase sales and revenue in a scalable yet cost-effective way, maintain brand reputation and 

achieve higher levels of user engagement, by targeting the right audience (Olson et al. 2021). 

As the transportation of goods continues to growth exponentially and e-commerce orders reach 

record highs, there is a non-stop stream of data that reveals rich insights into customers’ 

behavior. The real-time monitor of data facilitates the recording of customers’ choices, 

disclosing emerging trends and new behavioral patterns, which could be used by maritime 

companies in order to conclude to more efficient decisions, with regards to their marketing 

goals (Sestino et al., 2020). As the challenge for shipping companies to stay relevant with the 

changing demands of the digital marketplace augments, capitalizing the revolutionizing concept 

of big data analytics lead to greater supply chain visibility, in terms of improving customers’ 

relationship management, customer experience and personalization (Anshari et al., 2019). The 

evolution of both digital marketing and digital logistics boosts users’ interaction and 

engagement (Erokhina et al., 2018). As consumers become increasingly familiar in the way 

they perform and execute purchasing decisions on the digital landscape, the use of data will 

enable companies to clarify users’ online behavior at the earliest stage of their customer journey 

and deliver superior customer experience. As such, web analytics and big data provide useful 

insights on mapping customers’ DNA, which will lead to the advancement of the supply chain’s 

functions and operational efficiency (Arunachalam et al. 2018). 

 

3. WEB ANALYTICS KPIS ON BUSINESS PERFORMANCE 

As digital marketing in maritime services is a relative new field of research, the evaluation of 

its performance is critical aspect that requires special attention. Ghahremani-Nahr and Nozari 

(2021) conclude that Key Performance Indicators (KPIs) are important metrics to be used by 

companies in order to gauge the effectiveness of marketing activities to the overall business 

performance. In this line, van de Ven et al. (2022) state that KPIs are reflection of business 

decisions, since they are able to provide directional insight on the company’s progress. Due to 

their measurable nature, KPIs are seen as conversion metrics that can improve business 

outcomes by highlighting areas that need changes or improvements. Previous studies have 

shown that the optimization of digital marketing could be improved by the use of web analytics 

(WA), as measurable metrics to track customers’ interaction with a company’s website (Sakas 

et al., 2022; Sakas et al., 2022c). Tracking and analyzing WA reveals the variables that 

influence the audience’s motives, priorities and decision-making process during their online 

journey, making customers’ experience the core business differentiator. As online users’ 

behavior constantly changing, uncovering hidden behavioral patterns that produce undesirable 

online behavior, is the key to accelerate business performance by shifting them in a new 

direction. For the purpose of the current study, the authors extracted the necessary website 

performance KPIs from the SEMrush platform. The description of the KPIs is presented in 

Table 1.  

 

 

 

 

 

 

Table following on the next page 
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Web Analytics KPIs Description 

Top 3 Keywords Keywords (organic and paid) are words and 

phrases that users type into web engines to find 

information on a specific topic (Saura et al., 

2017).  

Global Rank Global rank refers to the overall performance 

of a website, by popularity rating order, where 

the lower the global rank, the higher the 

visibility of the website (Järvinen and 

Karjaluoto, 2015; Sakas et al, 2022a; Sakas et 

al., 2022 b) 

Bounce Rate When a visitor lands on a website and 

immediately leaves, without taking further 

action (Drivas et al., 2021) 

Search traffic Search traffic (organic and paid) is referred to 

users who visit a website through paid or non- 

paid ways (Sakas et al., 2022a) ; Drivas et al., 

2021).  

Table 1: Description of WA KPIs 

 

In order to build a competitive advantage, the maritime companies should invest in digital 

activities based on specific website KPIs, that will allow the management team to track, monitor 

and evaluate their performance. Shipping companies struggle to stay on top of the search results, 

as the lower the global rank, the better the visibility and traffic of the brand’s website (Sharma 

et al., 2019). Therefore, the bounce rate acts as an inhibitor to the improvement of the websites 

traffic and the overall website’s global rank, leading to poor customer experience and low 

performance levels (Järvinen and Karjaluoto, 2015). As customers’ digital behavior is 

expressed in keywords (Sakas et al., 2022a), it is of the essence to evaluate the link between the 

metric “Top 3 keywords” and how they affect the “bounce rate”. Therefore, the following 

hypothesis has been developed 

 

• H1: The metric "Top 3 keywords" affects the maritime logistics' websites “global rank” 

through the "bounce rate" variable. 

 

It is of the essence for maritime companies to attract the right audience, since it constitutes the 

core of the business strategy. Appealing to a broad audience, without proper segmentation, may 

lead to marketing failure and a waste of resources. Leveraging data for the optimal audience, 

based on consumer online behavior, enhances the potentials of converting online visitors into 

actual clients of a company, and thus make them loyal to the specific brand (Vollrath, M.D., 

Villegas, 2022). In order to achieve higher conversion rates, special attention should be placed 

on the search traffic as a way to understand how online users come to the websites by typing 

specific keywords and clicking on search results (Saura et al., 2017). Having said that, it is 

important to evaluate the link between keywords and bounce in order to enhance a website’s 

search traffic. Therefore, the following hypothesis has been developed:  

 

• H2: The metric "Top 3 keywords" affects the maritime logistics' websites “search traffic” 

through the "bounce rate" variable. 

 

In sum, web analytics KPIs show to have a positive impact on the development of efficient 

marketing strategies, offering great potentials to the websites’ traffic. (Sakas et al., 2022b; 

Drivas et al., 2021).  
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Considering their powerful impact on business performance and branding, the current study 

proposes the analysis of KPIs to be used in the digital marketing of maritime services as an 

accelerator lever to advance their digital presence.   

 

4. RESEARCH METHODOLOGY AND RESULTS 

In order to fulfil the purpose of the current study, an alternative methodology was adopted so 

as to evaluate the effects of maritime logistics websites’ WA KPIs on the overall business 

performance. At the first stage of the study, web metrics were gathered for five world-leading 

maritime companies based on their profitability:  MAERSK, MSC, CMA-CGM, COSCO, 

EVERGREEN on a 6-month period, between 6/2021 and 12/2021. Data originated from the 

above websites refer to daily website analytics insights, during 180 days from the internet 

platform SEMrush. Following data gathering, a statistical analysis was performed, both 

descriptive statistics and correlations analysis. In the final stage of the methodological context, 

the authors developed a dynamic simulation model to be used as a valuable tool for the proper 

allocation of a company’s resources on concrete digital marketing activities, in favor of business 

performance.  

 

 N Minimum Maximum Mean Std. Deviation 

Global_Rank 7 346736,00 356378,00 350962,7143 3301,42801 

Bounce_Rate 7 ,21 ,37 ,3043 ,05767 

Search_Traffic 
6 9815906,00 11863010,00 

10968325,833

3 
753828,89119 

Top3_Keywords 6 96465,00 119860,00 106152,5000 9199,26512 

Table 2: Descriptive statistics 

 

  Global_Rank Search_Traffic Bounce_Rate Top3_Keywords 

Global_Rank 

Pearson 

Correlation 
1 -0,61 ,822* ,894* 

Sig. (2-tailed)   0,198 0,023 0,016 

N 7 6 7 6 

Search_Traffic 

Pearson 

Correlation 
-0,61 1 0,811 -,875* 

Sig. (2-tailed) 0,198   0,05 0,022 

N 6 6 6 6 

Bounce_Rate 

Pearson 

Correlation 
,822* 0,811 1 -,935** 

Sig. (2-tailed) 0,023 0,05   0,006 

N 7 6 7 6 

Top3_Keywords 

Pearson 

Correlation 
,894* -,875* -,935** 1 

Sig. (2-tailed) 0,016 0,022 0,006   

N 6 6 6 6 

Table 3: Variables’ Correlations 

 

Based on the outcomes of the present research, there is a positive correlation with ρ = 0,822 

between the global rank and the bounce rate, implying that as the bounce rate decreases, the 

global rank decreases too. In other words, as visitors spend more time on the website and browse 

more webpages, the global rank is decreased and thus, the maritime’s website becomes more 

visible since it appears higher on the search results page.  
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Furthermore, there is a significant correlation between global rank and top 3 keywords with ρ 

= 0,894, which indicates the effectiveness of the keywords in terms of best targeting the 

audience. In addition, the correlation between the bounce rate and top 3 keywords is extremely 

significant with ρ = -0,935, which indicates that as keywords become more targeted, more 

online users decide to leave the website, with the remaining users to be the ones that are more 

interested in the services that the website offers. Table 3 illustrates a significant correlation 

between search traffic and bounce rate with ρ = 0,811 which means that as the search traffic, 

whether paid or not, increases, the bounce rate also increases. That is to say that many visitors 

are landing on the specific website via search traffic and decide to abandon the website without 

further action. Moreover, there is a significant correlation between search traffic and Top 3 

Keywords with ρ = -0,875, implying that as visitors type specific keywords, the website’s traffic 

decreases. This is further confirmed by the correlation between the bounce rate and the top 3 

keywords, which is ρ = -0,935. This is a clear indication that when keyword targeting comes to 

matter, and especially the top 3 keywords, the bounce rate increases. In other words, targeted 

Top 3 keywords generate less website traffic. However, this is a useful outcome for maritime 

companies, since users are segmented and thus, are more likely to become actual customers.  

 

5. DYNAMIC SIMULATION MODEL 

The complex environment of digital marketing poses a range of challenges that constrain the 

effective business performance of maritime logistics companies. Commonly viewed as a 

scenario-development tool, dynamic simulation modelling (DSM) provides valuable solutions 

in real-time conditions, by giving clear insights in multifaceted environments. By running 

“what-if” scenarios, simulation modeling places emphasis on verifying, communicating, 

finding alternatives and understanding complexities across industries for the development of 

competitive advantage (Sakas et al., 2014). Various modelling efforts have been recorded in 

the supply chain (Dolgui et al., 2020), analyzing the underlying dynamics among various 

variables and risk interactions (Liu et al., 2021). The current research focused on the 

development of a dynamic simulation (DS) model that integrates the WA KPIs from five top 

maritime companies. This DS model aims to present an advanced decision support tool for the 

proper allocation of marketing resources in the supply chain. The model is flexible to run in 

multiple scenarios, based on users’ online purchasing behavior, as exported by the results, in 

order to advance business performance. Once the dynamic simulation model was developed 

(Figure 1), based on the outcome of the current research, a “run” was performed so as to verify 

its efficiency. The company allocates marketing resources to the stocks “paid traffic” and “paid 

keywords” respectively, in order to advance the maritime websites’ branding. These two stocks 

transfer their resources to the stock “global rank”. The stock “global rank” further receives 

resources from both “organic traffic” and “organic keywords” stocks. The outcomes produced 

by the DSM are presented in Figure 2 and 3.  

 

 

 

 

 

 

 

 

Figure following on the next page 

 

 

 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

102 

Figure 1: Dynamic Simulation Model 

 

Figure 2: Outcomes of DSM 

 

As it is obvious on Figure 3, paid traffic (orange line) and organic traffic (green line) tend to 

constantly drop due to keyword targeting. The decrease in traffic means the website attracts the 

targeted audience, those who intentionally visit the website and are more likely to make a 

purchase. This is exactly the point where the marketing department of maritime companies 

should invest more resources on the website’s content so as to produce more paid and organic 

keywords and thus increase their overall traffic. The digital marketing strategy should be based 

on finding the most desired keywords that better depict users’ perceptions of the brand. 

Matching the intend of each keyword to the development of a website’s high-quality content 

will attract users’ interest and compel them to share it and link back to it. Investing resources 

in decision support systems based on WA KPIs, such as the development of DSM, facilitates 

the optimization of digital marketing activities, and thus enables maritime companies to 

enhance their online visibility and achieve higher performance levels.   
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Figure 3: Outcomes of DSM graphical representation 

 

6. CONCLUSIONS 

The Industrial Revolution 4.0 contributes to the development of new business models within 

the logistics industry, with the integration of people, machines and processes, which makes the 

industry smarter in terms of efficiency, productivity and cost reduction (Holubcík et al., 2021). 

One of its main pillars is big data, which brings intelligence to the edge across logistics and 

optimizes the end-to-end chain, since it constitutes an effective tool to analyze and predict 

future demand (El Hamdi and Abouabdellah, 2022). The ability to leverage big data in the 

logistics sector enables companies to identify current digitalization gaps in marketing activities, 

by gathering insights into customers behavior (Boone et al., 2019). The ability to demonstrate 

business performance depends on the maritime company’s ability to integrated the WA KPIs 

into its digital marketing strategy (Jarvinen and Karjaluoto, 2015). Since the maritime sector is 

characterized by multiple complexities, the systematic process of monitoring and measuring 

the website’s performance is of the essence in order to properly allocate resources and 

contributes to the development of concrete digital marketing activities. The results of the current 

research confirm previous studies on the impact of search traffic and keywords on global rank 

(Drivas et al., 2020; Sakas et al., 2022b). However, addressing to a large proportion of audience 

is not helpful for organization with limited resources and will not lead to higher conversion 

rates. Supporting Olson et al. research (2021), the current study suggests market segmentation 

as an effective way to save resources while simultaneously achieve higher levels of user 

engagement. Specifically, by targeting into specific niche markets through keyword targeting, 

the websites of maritime companies will achieve a top listing in the search engines, enhance 

their visibility and discover where the richest vein of gold lies. To this end, the study further 

proposes DSM as an important decision-making tool for the proper allocation of resources in 

favor of business performance.  
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ABSTRACT 

In the conditions of progressing socio-economic changes, new challenges and crises, regular 

monitoring of changes in the sphere of household debt, including excessive debt leading to 

bankruptcy, becomes important. It provides important information on the living conditions of 

the population and ways of managing the cash budget, and also constitutes a premise for 

conducting socio-economic policy in the country. The theoretical purpose of the considerations 

is to identify the economic and social aspects of household bankruptcy. The empirical goal is 

to recognize and assess the scale of consumer bankruptcy in Poland. The time range of the 

research covers the years 2015-2022. The survey showed, that in the years 2015-2022, a 

growing scale of household bankruptcy was observed in Poland. The number of bankruptcies 

declared in 2022 in Poland exceeded 15.5 thousand. It represents the number of temporarily 

financially excluded consumers, but it is still low enough to be considered a significant factor 

of social exclusion of Polish households. Certainly, the registered number of declared 

bankruptcies cannot solely be the measure of consumer exclusion. Nevertheless, considering 

the current socio-economic situation of the country, a further increase in the number of 

declared bankruptcies should be expected. 

Keywords: households, bankruptcy, consequences of consumer bankruptcy 

 

1. INTRODUCTION 

Understanding and trying to explain the problem of household bankruptcy and the events which, 

as a result, household members encounter in everyday life, is multidimensional. Difficulties in 

assessing this phenomenon result among others, from the fact that not only the balance of 

household incomes and expenses, the absolute level and structure of debt, or its relation to 

disposable income and household assets are measured, but also a number of unimportant, 

difficult to measure, often qualitative, non-economic issues that contribute to the phenomenon 

of consumer exclusion. Unlike the entities on the supply side of the market, in the case of which 

bankruptcy usually means the "death" of the enterprise or mergers and acquisitions, in the case 

of a household, it should be remembered that this entity is "alive” and consists of people. 

Therefore, it is hard to imagine a situation in which we declare bankruptcy and, after settling 

all dues, dissolve the household and order its members to disperse to different parts of the world.  

The theoretical purpose of the considerations is to identify the economic and social aspects of 

household bankruptcy. The empirical goal is to recognize and assess the scale of consumer 

bankruptcy in Poland. The time range of the research covers the years 2015-2022. To achieve 

the assumed goals, information from secondary sources was applied (including reports of The 

Polish Financial Supervision Authority (UKNF) and the Central Economic Information 

Centre). 

 

2. CONSUMER BANKRUPTCY AND RELATED CONCEPTS IN THEORETICAL 

APPROACH   

The concept of bankruptcy can be applied to various market entities, including those on the 

demand side of the market. A household is an entity managing personal finances. It focuses on 

acquiring, collecting and spending cash resources (Świecka, 2008, p. 64). The area of household 

finances includes such behaviors as: saving, going into debt, purchasing insurance, paying taxes  

and conduct on financial markets.  
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The primary concept in relation to household bankruptcy is the concept of debt, which can be 

perceived narrowly or broadly. In the narrow sense, this concept is mainly associated with 

borrowing from financial institutions, whereas in a broader sense, not only getting into debts in 

banks and quasi-banking institutions, but also debts in non-banking institutions, including mass 

institutions classified as municipal services provided to the local community are considered. 

(Świecka, M. Koziński, 2014). The market of debt products for households also includes the 

informal market (Bywalec, 2009, p. 174). Considering the level of household debt, we can 

distinguish the following households (Lea, Webley, Walker, 1995): 

• no debt households, i.e., those that are not in arrears in repayment of liabilities,   

• households with average debts, i.e., those that repay their liabilities, but with delays, which 

may result from various situational factors, including unexpected circumstances,   

• households with serious debt, i.e., households where the debt is the basis for starting a debt 

collection process or a lawsuit to recover money by creditors. 

 

The last situation, related to difficulties in settling debt obligations, is associated with the 

problem of excessive debt, insolvency and bankruptcy of households. The notion of excessive 

indebtedness should be understood as the inability to repay all liabilities on time, which is 

manifested by deteriorating financial liquidity. It is a gradual phenomenon characterized by the 

current and future financial burdens of households exceeding their disposable income as well 

as the shortage of consumer assets that could be cashed for the purpose of repaying the debts 

(Gębski, 2013). Insolvency, on the other hand, means a permanent loss of the ability of the 

debtor to service its liabilities, characterized by a complete loss of liquidity. In the economic 

approach, insolvency is called bankruptcy (Świecka, 2008, p. 196). Consumer bankruptcy 

means in turn, court proceedings aimed at partial or full discharge of the consumer's debts while 

satisfying creditors' claims (Machowska, 2020, p. 23). It can be an effective way to get out of 

the debt spiral, restore financial liquidity and debt-free household functioning. Consumer 

bankruptcy is a broader and more complex concept than company bankruptcy. It does not end 

with its liquidation. A household cannot be dissolved or subjected to a liquidation procedure, 

but only to an arrangement procedure at most. In the economic sense, a household is bankrupt 

if it is unable to pay its liabilities and the value of its assets is not sufficient to cover all debts 

(Świecka, 2008, pp. 191-192). Bankruptcy does not occur suddenly; it usually takes years and 

a series of events that threaten the existence of a household. It is a kind of pathology of a 

household development, which threatens its economic existence, as well as leads to financial 

and social exclusion. When studying the basic concepts related to household bankruptcy, it 

should be emphasized that household debt can be, and often is, a normal state, related to the 

necessity to finance expensive, strategic consumer goods and services, such as. e.g., buying a 

house. However, due to various reasons, the debt may turn into a problem of insolvency of the 

household, and although it is a kind of payment backlog in this case, it is still a temporary loss 

of financial liquidity which does not necessarily mean bankruptcy of the household. Bankruptcy 

of a household occurs only when the problems accumulate to such an extent that the difficulties 

change their character from temporary (e.g., counted in months) to permanent (counted in 

years). The permanent loss of the ability to settle the payments leads to a situation in which the 

household is unable to obtain new sources of financing, such as a consolidation loan or a loan 

from friends, due to poor financial parameters, including creditworthiness. This condition 

usually prevents further household management and means the need to apply for bankruptcy in 

court. Identifying the causes of bankruptcy requires a holistic approach and their exploration at 

various levels. The insolvency of households is determined by a complex set of factors 

operating with various intensity in different periods of time. It is important that the list of these 

determinants remains open, as shown by the events of the last three years, including the crisis 

related to the Covid pandemic or Russia's war in Ukraine.  
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The situation of some households directly affected by the crises of the last several months has 

changed dramatically and caused some of them to face the problem of losing their source of 

income and the possibility of financing the consumption process. As you can see, turbulent 

changes in the environment bring constant emergence of new crisis-generating factors and 

change the significance of those previously existing. It can even be assumed that changes in the 

set of causes of household bankruptcy should be expected along with the change in conditions 

in the environment. In the simplest approach, the causes of household bankruptcy can be 

perceived in two dimensions, dividing them into micro and macro economic and non-economic 

determinants. As for the first group, it should be emphasized that insolvency and bankruptcy of 

households may be the result of irrational, ill-considered, senseless financial decisions, 

including loan decisions, and they may result from insufficient economic knowledge, as well 

as reckless spending of funds or pathological phenomena, such as gambling, alcoholism or drug 

addiction. In the group of micro determinants, human errors or too late reaction to these errors 

are of great importance. It is also worth remembering that distortions resulting from the 

inclusion of false information in the decision-making process are one of the greatest challenges 

of the digital economy of the 21st century. The asymmetry of information in the market is yet 

another problem. Households, compared to entities in the supply sphere of the market, occupy 

a worse position in terms of access to information, the possibility of its processing or effective 

use (Pawłowicz, 2019, pp. 7-15). The so-called macro determinants include for example: 

structural and macroeconomic factors, e.g. dynamics of economic growth (some bankruptcies 

of market entities are explained by the volatility of business cycles) (Mączyńska, 2009), 

condition of the credit and money markets, activity on the securities market, deterioration of 

situation on the labor market, changes in the tax system, rising inflation, increasing interest 

rates, an economic downturn on the real estate market or on the domestic financial market 

(Bywalec, 2009, p. 188). It should be added that national economies are becoming more and 

more dependent on the global situation, which additionally poses a macroeconomic threat to 

the efficient functioning of households (Boratyńska, 2009). Non-economic determinants 

beyond the control of households include unfavorable events and unexpected circumstances, 

such as the death of one of the household members, theft, fire or flood. The impact of these 

factors is unpredictable and their influence on household bankruptcy is relatively small. It is 

obvious that there is a relatively wide spectrum of causes of household bankruptcy, and the 

combined impact of many overlapping factors often creates an unfavorable and synergistic 

force pushing the household towards the implementation of black scenarios. It is important that 

in the case of households, regardless of the reason for bankruptcy, such a situation, unlike the 

bankruptcy of enterprises, cannot be considered as cleaning the economy of ineffective entities 

and is a kind of natural selection (Pociecha, 2014, p. 7). Certainly, it cannot be assumed that 

bankruptcies are a natural element of the functioning of a household. The problem of household 

bankruptcy has various economic and non-economic consequences. Consumer exclusion is one 

of its more severe effects.  This exclusion is related to the inability of households to participate 

in given events, activities or situations, lack of access to certain goods and services as well as 

the inability to exercise certain rights or privileges (Sołtysik, 2017). This phenomenon is not 

new, it has occurred in various historical periods, political systems, societies and cultures 

(Richardson, Le Grand, 2002). Financial exclusion which covers a number of disadvantages 

that a household encounters on the financial market is one of the dimensions of consumer 

exclusion (Solorz, 2008, p. 132). Depending on the context of the considerations, consumer 

bankruptcy can be perceived as a cause of temporary financial exclusion of households as well 

as a form of protection against exclusion, including protection against further falling into debt 

that prevents the household from normal functioning. Focusing on financial exclusion as a 

consequence of declaring bankruptcy of a household, it should be indicated that first of all, an 

indebted household loses rights to its property - to its real estate and all valuable items.  
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They are sold to repay debts. The insolvency trustee may also seize part of the bankrupt's 

remuneration and allocate it to pay creditors. The bankrupt household also may not, without the 

consent of the court, incur any new liabilities, i.e., take out loans and credits, have a credit card, 

buy in installments or conclude subscription agreements. Considering only the economic aspect 

of declaring consumer bankruptcy, it is therefore worth analyzing whether, if the indebted 

consumer is not in a difficult life situation, it could be reasonable to postpone the decision to 

declare bankruptcy and try to reach an agreement with creditors by negotiating, for example, 

the terms of debt repayment. Thanks to this, the consumer can gain the opportunity to pay debts 

on their own, agreed terms. The financial exclusion of consumers and the accompanying 

relocation of households to a non-banking and sometimes non-legal area of meeting financial 

needs (e.g., by working in the shadow economy), impoverishment and long-term non-

satisfaction of needs cause consequences in social, moral and psychological dimensions. 

Financial problems often exclude the household from cultural life, limit the possibilities of 

health care, affect the quality of social life, withdrawal in social relations, cause conflicts in the 

family and even pathological phenomena, such as theft and drunkenness. Moreover, debts 

stigmatize the indebted household and lead to the exclusion of all its members, including those 

who had no share in the deterioration of the situation of the entire entity (e.g., children who, 

due to their parents' debts, have to live in a worse district, attend a worse school and resign from 

paid extracurricular activities) (Gębski, 2013). As a consequence of difficulties in functioning 

in various areas of life in society, social exclusion of a household may occur (Bywalec, 2009, 

p. 190). The term social exclusion relatively quickly, as already in 1974, found its application 

in the social sciences. M. Weber, who recognized that exclusion is a form of social closure was 

one of the first researchers of this issue. In Poland, this problem began to be explored at the 

beginning of the 21st century. There were certainly studies devoted to this issue earlier, but no 

attempt was made to define it. For example, the recognized and respected Polish sociologist Z. 

Bauman used such terms as redundant, unwanted, rejected, and marginalized in relation to 

excluded people (Bauman, 1998). Social exclusion as a problem has a multidimensional nature 

and refers to the lack of participation or inability to participate in important spheres of social 

life, including for example social, economic, cultural life, in everyday activities and behaviors 

characteristic of a given society (Frączkiewicz, 2005, p. 13). In a narrow approach, social 

exclusion is related to the category of poverty and can be associated with exclusion from the 

sphere of work, education, culture and access to information, as well as spatial exclusion, 

including homelessness (Tarkowska, 2005, p. 21). In a broader sense, social exclusion covers 

the lack of resources and rights, treating them as a process causing deprivation, violating family 

and social ties (Golinowska, Broda-Wysocki, 2005, pp. 33-37). In general, the social 

consequences of consumer exclusion as a result of their bankruptcy are manifold and often 

spread from individual consumption entities to the whole society, generating losses at the micro 

and macroeconomic level. 

 

3. CONSUMER BANKRUPTCY IN THE LIGHT OF PROVISIONS OF APPLICABLE 

LAW  

The initiation of bankruptcy proceedings which may result in the declaration of consumer 

bankruptcy is a possible effect of excessive household debt. By definition, its purpose is the 

legal protection of households and their creditors. Consumer bankruptcy is a debt relief 

procedure combined with the debtor's commitment to cover at least part of his debts. It is a legal 

proceeding that involves specific court and extra-judicial procedures aimed to clarify the 

financial situation of the household, determine the reasons for bankruptcy, and provide external 

assistance in the form of a settlement with the creditor (Świecka, 2008, p. 193). Bankruptcy 

proceedings and proceedings for an arrangement with creditors concerning consumers were 

regulated for the first time in Polish law in the Act of 28 February 2003.  
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Bankruptcy Law (Journal of Laws 2003 No. 60 item 53). This legal regulation replaced the 

regulations on bankruptcy and reorganization proceedings functioning in Polish law from 

before the Second World War. The act was introduced into the national system on December 

5, 2008. Unfortunately, at that time the written law proved to be only a dead regulation. For 

example, until the introduction of the first amendment to the Act of August 29, 2014 (Journal 

of Laws of 2014, item 1306), only several bankruptcies were declared annually. Although the 

adoption of the amendment made it possible to file an application for bankruptcy and simplified 

the debt relief procedure, the issue of determining the reasons for the debtor's insolvency still 

remained. If the consumer's intentional or grossly negligent behavior was found, the court did 

not allow further bankruptcy proceedings. Nevertheless, these changes resulted in the number 

of declared bankruptcies increasing annually. The amendment to the Act of August 30, 2019, 

which entered into force on March 24, 2020, was another change in the regulations (Journal of 

Laws of 2019, item 1802). This change meant that the number of declared bankruptcies 

increased from several to several thousand a year. In addition to further simplification of the 

bankruptcy procedure, the basic changes that were related to the introduction of the amendment 

to the act concerned abolishing the obligation to provide reasons for insolvency, introducing 

the possibility of a settlement between the debtor and the creditor, the possibility of declaring 

bankruptcy in relation to a consumer who deliberately, with premeditation led to it. Pursuant to 

the Act, complete debt relief is possible only if the court proves that the debtor does not have 

any assets, and it is equally important that an application for consumer bankruptcy can also be 

filed by sole proprietors (Spurgiasz, 2022).  

 

According to the regulations in force from 2020:  

• A consumer or a household can declare bankruptcy more than once in a lifetime, but not 

more often than once every 10 years. 

• Bankruptcy proceedings are initiated by the debtor or creditor. 

• The locally competent district court decides on the declaration of bankruptcy.  

• The court may appoint a trustee to manage the bankrupt's assets in such a way as to sell 

them (with some exceptions).  

• The court decides on the debt repayment plan and time.  

• The debt relief process should not last longer than 3 years (with some exceptions). 

• During the debt repayment period, the bankrupt debtor cannot take out new loans. 

• The declaration of bankruptcy suspends court and enforcement proceedings against the 

debtor.  

 

In the event that the consumer suddenly and without a clear reason quits their job, they may be 

exposed to the discontinuance of court proceedings for declaring bankruptcy. As a result of 

release, any future debt cancellation is impossible. The consumer is also deleted from the 

register of insolvent debtors in the National Court Register. The consequences of declaring 

bankruptcy are also related to the debtor's assets. The debtor loses the right to administer their 

property. This right is transferred to the trustee in bankruptcy. In addition, in many cases the 

bankrupt must transfer their assets and submit relevant information related to their property 

(Upadłość…, 2022). The latest amendment to the bankruptcy regulations is included in the 

announcement of the Marshal of the Sejm of the Republic of Poland of June 9, 2022 on the 

publication of the consolidated text of the Bankruptcy Law (Journal of Laws 2022, item 1520). 

In the light of the amended act, consumer bankruptcy is still the fastest method to discharge the 

debts of natural persons who have become insolvent - and thus have lost the ability to settle 

their due cash liabilities.  
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The main advantages of declaring consumer bankruptcy include (Upadłość…, 2022):   

• debt relief – upon issuing the decision on debt cancellation, the consumer is relieved of 

debt, which means, among others, that the bankrupt’s liabilities that are covered by 

bankruptcy proceedings can no longer be enforced, 

• suspension of enforcement and court proceedings and suppression of growing interest, 

release from creditors, bailiffs,  

• no need to have assets, which means that the consumer may be declared bankrupt without 

having any assets,  

• spreading part of the liabilities into installments after determining the household income 

and ensuring the housing needs of the bankrupt,  

• in exceptional situations, it is possible to completely discharge the debt without establishing 

a repayment plan,   

• psychological comfort, peace of mind, other non-economic benefits. 

 

In addition to obvious advantages of declaring consumer bankruptcy, this solution also has 

disadvantages. The loss of assets to pay off liabilities is the biggest of them. The whole 

procedure also takes a long time, sometimes several years. It should also be added that not all 

liabilities are subject to redemption. Receivables resulting from a fine, criminal proceedings, 

damages and alimony are for example an exception here. It is also often uncomfortable to 

publish financial information about a given consumer in Court and Economic Monitor and to 

enter data in the Central Bankruptcy and Restructuring Register (Zalety…, 2022). A bankrupt 

consumer must also expect the inability to incur new liabilities, take out loans and credits. In 

any such case, they must apply for the consent of the court. To sum up, considering all the pros 

and cons of declaring consumer bankruptcy, it should be perceived as a last resort after 

exhausting other options. This is because the disadvantages may outweigh the advantages that 

may result from such a procedure. From the point of view of the conditions of functioning of 

households, declaring bankruptcy makes sense only in the event of a complete loss of control 

over the economic situation, incurring liabilities significantly exceeding the possibilities of 

meeting them on agreed terms, or a difficult life situation, e.g. death of one of the household 

members or unexpected events. 

 

4. THE SCALE OF THE PHENOMENON AND THE EVALUATION OF CONSUMER 

BANKRUPTCY IN POLAND  

Regardless of changes in the law, which were related to specific possibilities of protection of 

consumer as a market participant, in the years 2015-2022 Polish courts issued a total of 73,506 

decisions on declaring consumer bankruptcy. 2021 proved to be a record year in this regard, as 

over 18.2 thousand private bankruptcies were declared by Poles, i.e., 39% more than the year 

before. The growing number of consumer bankruptcies is not a positive phenomenon; however 

it should be remembered that in the Polish legal system it is still a relatively new institution. 

2022 was only the eighth year after a major amendment to the bankruptcy law of 2014, thanks 

to which Poles could benefit from this procedure on a larger scale than in previous years (only 

98 bankruptcies were declared in Poland in 2011-2014). The data published by the MGBI credit 

information agency shows that the launch of the National Debt Register in December 2021 and 

the related problems are among the most important factors inhibiting the increase in the large 

number of announced bankruptcies is the most important.   

 

 

 

 

Table following on the next page  
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Bankruptcy 

 

Year 

Number of 

declared 

bankruptcies 

Absolute 

increase 

year/year 

Change % 

year/year 

Change % 

2015=100 

2015 2112 - - - 

2016 4434 2322 109.9 109.9 

2017 5535 1101 24.8 162.1 

2018 6570 1035 18.7 211.1 

2019 7944 1374 20.9 276.1 

2020 13084 5140 64.7 519.5 

2021 18205 5121 39.1 762.0 

2022 15622 -2583 -14.2 639.7 

Table 1: Declared consumer bankruptcies in 2015-2022 

(Source: COIG, 2022) 

 

As for the demographic characteristics of Polish debtors who are insolvent, in 2022 26% of 

them were aged 40-49 and 23% aged 30-39. The youngest person declared bankrupt was 19 

and the oldest 99 years old. The average age was 49. Seniors aged 60 and over in 2022 

accounted for 26.6% of all consumer bankruptcies. Bankruptcy was declared more often in the 

case of men - 52.2%. As for the spatial distribution of this phenomenon in Poland, the largest 

number of bankruptcies in 2022 was announced in the province of Śląskie 18.2% and 

Mazowieckie 11.6%, the lowest in Opolskie 2.5% and Świętokrzyskie 2.6% (COIG, 2022). 

Household bankruptcy is not a one-point phenomenon – it does not happen overnight, or even 

from week to week – it is a gradual process. This process is the result of wrong decisions made 

by household members, but also by other market participants. The latter remark does not mean 

that the household is released from responsibility for its own entity, however, the issue of 

insufficient economic knowledge and factors on the part of consumption entities cannot be the 

only justification for the circumstances leading to the problem of over-indebtedness, insolvency 

and subsequent consumer bankruptcy. Generally speaking, the country's relatively good socio-

economic situation and the high availability of debt products are conducive to the consumption 

model of life and the phenomenon of indebtedness. The very crediting of consumption in 

various phases of the household’s life cycle is something normal. The problem arises when the 

household’s decisions regarding consumption and crediting are burdened with excessive and 

unnecessary risk, which affects its future. A household with appropriate economic knowledge, 

aware and reasonably managing its own financial budget should consider various types of 

consumer risks, including those related to random events, such as loss of job, place of residence 

or health. It is also important to be aware that during the repayment of loans, especially long-

term ones, market conditions, e.g., interest rates or exchange rates may change significantly. 

Extraordinary situations, such as a pandemic or war may also occur. If such a risk becomes real, 

it does not necessarily will, but it can cause big problems leading to a spiral of household debt. 

Some of such risky situations may be compensated with previously accumulated household 

assets. However, one should be aware that only some households have such security, be it in 

the form of savings, other forms of capital, or in the form of support from another household. 

Thus, while highly affluent households can potentially cope with the occurrence of a crisis 

situation, which previously remained only in the area of potential risk, low affluent households 

are definitely more sensitive to the occurrence of negative events determining their financial 

liquidity. It is this group of households that is most at risk of bankruptcy and consumer 

exclusion. As for the situation of moderately well-off households, the occurrence of a crisis 

situation - in the form of a random event or unfavorable market conditions - may have a gross 

impact on their living conditions and lead to a situation similar to that in the case of low-income 

households.  
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And while the first consequences will concern the level of meeting needs, especially those 

above basic, the next ones will limit their creditworthiness, and then partially or completely 

lead to financial exclusion.  

 

5. CONCLUSION 

Summarizing all the considerations, the following conclusions can be drawn: 

• Consumer bankruptcy, which is a consequence of excessive indebtedness, although it means 

temporary financial exclusion of consumers from the market, is a tool to protect the 

household against the accumulation of debt, intensifying financial exclusion and falling into 

social exclusion.  

• The current debt relief procedure, which should be the final solution in the event of financial 

problems of a household, is an imperfect solution, burdened with defects, and including no 

educational elements that could increase the competence of consumers in the field of cash 

budget management. 

• In the years 2015-2022, a growing scale of household bankruptcy was observed in Poland. 

The number of bankruptcies declared in 2022 in Poland exceeded 15.5 thousand. It 

represents the number of temporarily financially excluded consumers, but it is still low 

enough to be considered a significant factor of social exclusion of Polish households. 

Certainly, the registered number of declared bankruptcies cannot solely be the measure of 

consumer exclusion. Nevertheless, considering the current socio-economic situation of the 

country, a further increase in the number of declared bankruptcies should be expected.  
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ABSTRACT 

A common objective for firms and organizations is the accomplishment of financial efficiency 

throughout their operations. To achieve this task, firms need to acknowledge a vast majority of 

potential factors that affect their key financial performance metrics. A rising factor that is 

capable of determining such financial metrics for supply chain firms is their digital marketing 

performance. Supply chain firms’ digital marketing performance is closely related to website 

analytical data, like users’ engagement metrics. The present research is focused on determining 

whether various digital marketing metrics from air forwarders’ websites can affect their 

financial performance. For this reason, the authors collected data from the websites of 5 air 

forwarder firms, as well as historical data regarding their financial performance. The referred 

data went through statistical analysis and a Hybrid Model (HM) was deployed to simulate their 

variation over a period of 90 days. From the study’s outcomes, it is highlighted that specific 

digital marketing metrics of air forwarders, and generally, supply chain firms, such as the 
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engagement level of their visitors can positively affect key financial performance metrics like 

gross profit. Thus, it is implied that higher digital marketing efficiency (lower global rank and 

bounce rate, higher website visitors’ engagement) can enhance the financial performance of 

supply chain firms (gross profit, holders’ net earnings). 

Keywords: supply chain, air forwarding, digital marketing, Big Data, Decision Support 

Systems 

 

1. INTRODUCTION 

Organizations with identical supply chains should collaborate to serve consumer demands 

more effectively than their rivals in a context marked by accelerated globalization, quickly 

expanding innovation, and constantly demanding consumers (Jansen, 2014). As a result, in 

today's economic climate, the harmonization of operational and strategic choices across the 

many phases of the supply chain is a must for establishing and preserving strategic benefits. 

Firms can decrease both social and ecological consequences while improving financial results 

by collaborating effectively with consumers and vendors (Jansen, 2014). From a supply chain 

standpoint, goods may be categorized as predefined (as well-known as 'operational') or 

unsettled (as well-known as 'revolutionary') according to factors such as the life of the product, 

profitability, availability of products, predicting fault, equities rate, discounts, or delivery 

ferocity (Qi et al., 2009). Wagner et al. (2012) demonstrated experimental relevance for current 

conceptual frameworks focusing on comprehending whether different supply chain 

management techniques affect economic measures such as investment and operational costs, 

service quality, and stock levels. As a result, many modern innovations are producing massive 

amounts of digital and new data on people and business procedures, which, when correctly 

evaluated, may assist uncover patterns and analyze financial, manufacturing, and cultural 

patterns or amplitude. As a result, these are frequently alluded to as "Big Data" (Cox & 

Ellsworth, 1997). Through portraying the four most prevalent stages inside Big Data analytics 

automating processes, Assunço et al. (2015) mirrored certain elements that ought to be evident 

in any Big Data infrastructure: sources of information, information management (along with 

activities like feature extraction process and filtration), modeling, and outcome from analysis 

and visualization. This approach was applied to cloud technology, whose possibilities and 

advantages for holding massive quantities of data and conducting sophisticated calculations 

have positioned it as a desired innovation to be implemented in the deployment of a Big Data 

infrastructure. Since digital company administrators devote well over 70% of their advertising 

expenditure to digital marketing, as reported by Statista (2019) the consequences for 

administration are deemed as important. Erdmann and Ponzoa (2021) deliver practical findings 

for data-driven marketing professionals on how to improve digital marketing expenses by 

combining internet promotion and placement with Search Engine Optimization (SEO) and 

Search Engine Marketing (SEM). The structure of the paper is presented below: the 

Introduction part focuses on providing a basic context of the analyzed terms, while the Related 

Background provides information about the related literature review and settles the research 

hypotheses. Then, the appropriate statistical analysis was performed to extract the required 

coefficients, as input to the developed Hybrid Model (HM). Finally, a summary of the findings 

and the practical implications that arose from the research are provided in the closing stages of 

the paper. 

 

2. RELATED BACKGROUND  

Roehrich et al. (2014) discovered that by forming cooperative partnerships with their supply 

chain associates, central enterprises that want to apply sustainable strategies may distribute 

expenses and uncertainties throughout other supply chain participants, reducing challenges 

caused by competing economic goals.  
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Because the distribution network examines the goods from primary resource extraction through 

distribution to the client, the comprehensive perspective can produce a positive influence on 

the sustainable subject, resulting in the higher pleasure of environmentally conscious 

consumers (Parry et al., 2007). Sustainable procurement procedures need the use of a particular 

vendor. One sustainable provider, though, may not be a more effective or resilient provider 

(Ivanov, 2018). Long-term confidence relationships between vendors and sustaining a stable 

workforce in sourcing locations would clash with supply chain adaptability to limit the spillover 

impact caused by multiple sourcing and contingency operations (Ivanov, 2018). The majority 

of the quantitative methods offered in the examined research primarily try to incorporate the 

incremental expenses related to the power stream into the entire supply chain expenditure, with 

just a couple of research considering system efficiency as an optimization problem or as a 

decision-making factor (Marchi & Zanoni, 2017). Notwithstanding the immense possibilities 

of such data, combining and evaluating the many supplies cannot be accomplished using 

standard financial and sociological scientific methodologies. To achieve this goal, the entire 

operation of data capture, processing, and evaluation must be properly planned and 

implemented. Here is where the Big Data and data lifespan concepts come into play as useful 

insights regarding ways to cope with this procedure (Blazquez & Domenech, 2018). The Big 

Data concept additionally provides several opportunities and gains to businesses, communities, 

and communities. According to Jin et al. (2015), it has the ability to contribute to economic and 

regional growth since it drives researchers to alter and update their methodologies, encourages 

and facilitates multidisciplinary study, and aids in forecasting the current and the tomorrow 

more accurately. To this extent, similar research has been done on the section of digital 

marketing website analytics and their impact on various organizations and firms’ performance 

(Sakas & Terzi, 2010; Toudas & Kanellos, 2022). Digital marketing analytics of firms’ websites 

have been found to affect key performance metrics of their sustainability and digital marketing 

efficiency. Such studies indicate the significance of various digital marketing analytical metrics 

for assessing their role in the variation of sustainability and digital marketing performance 

metrics in the sectors of airlines and air forwarders (Sakas & Giannakopoulos, 2021a; Sakas & 

Giannakopoulos, 2021b). Harvesting innovative digital marketing analytics (Sakas et al., 

2022a; Sakas et al., 2022b), apart from the previously referred (Sakas & Giannakopoulos, 

2021a; Sakas & Giannakopoulos, 2021b), would enhance supply chain firms’ financial 

efficiency and performance. After the elaboration of the related literature review, there has been 

spotted a research gap in the connection between supply chain firms’ financial performance and 

their digital marketing effectiveness. A precise analysis of key metrics of supply chain firms’ 

financial performance (gross profit, holders’ net earnings, etc.) should be conducted, where the 

influential factors of digital marketing efficiency will be included (global rank, bounce rate, 

time on site, etc.). Therefore, the authors settle the 3 research hypotheses seen below: 

• H1: “Air forwarder firms’ gross profit can be affected by their websites’ analytical data”. 

• H2: “There is no connection between air forwarder firm holders’ net earnings”. 

• H3: “For air forwarding firms to rank higher in search engines, their website analytical 

data should be utilized”. 

 

3. METHODOLOGY 

For the deployment of the methodological context of the present study, the authors utilized 

specific research tools. To achieve the topics of the study, the authors utilized the coefficients 

and correlations from the regression analysis, in favor of the hybrid modeling process. Hence, 

the assessment of supply chain firms’ financial performance, in the air forwarding sector, will 

be performed, based on their digital marketing website analytics. From this point, the Hybrid 

Model (HM) takes over, and focuses on the estimation of air forwarders’ economic performance 

through digital marketing analytics in 90 days of simulation, by utilizing both Agent-Based 
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(AB) and System Dynamics (SD) models (Anylogic, 2023). Such results could be interpreted 

and capitalized by air forwarders and supply chain firms’ marketers to: 

• further develop and optimize their digital marketing strategy, so as to enhance the visibility 

of their website. 

• acknowledge the metrics of their website that potentially affect and increase their financial 

performance, thus aiming to enhance them. 

 

The authors collected website analytical data from 5 air forwarding firms’ websites, as well as 

financial performance metrics and historical data, based on their freight tonnage transferred in 

2019 (2020). Such data include metrics like gross profit, global rank, website bounce rate, pages 

per visit, etc., and refer to the following firms: DHL (2023), Kuehne & Nagel (2023), DB 

Schenker (2023), DSV (2023), and UPS (2023). The website analytical data were collected 

from the Semrush (2023) online data retrieval platform. 

 

4. RESULTS 

After setting the papers’ research hypotheses, the authors proceeded into performing the 

required multiple linear regressions to reject or confirm them. In Table 1, the required 

descriptive statistics were deployed for the main variables of the research, while in Table 2, the 

authors present the 3 produced multiple linear regression models with the key performance 

indicators of air forwarders’ financial performance, as dependent variables. These variables 

include gross profit, holders’ net earnings, as well as their global ranking metric, which 

determines their positioning through searches on the world wide web. The multiple linear 

regression of air forwarders’ gross profit does not appear to be verified overall, due to a low p-

value = 0.202 > a = 0.05 level of significance, despite a decent R2 = 0.632. Nevertheless, the 

bounce rate metric was found to have a significant impact on air forwarders’ gross profit, with 

a p-value = 0.350 below the significance level of 0.05. Thus, our first research hypothesis (H1) 

is verified, meaning that air forwarder firms’ gross profit can be affected by their websites’ 

analytical data. The second multiple regression model, of air forwarder holders’ net earnings, 

was also not verified overall, with non-significant p-value = 0.323 > a = 0.05. This time, none 

of the digital marketing analytics were found to cause significant variation to it. The bounce 

rate metric had the closest p-value to the significance level (0.052), but still cannot be 

considered an important one. Hence, the paper’s second research hypothesis (H2) is verified, 

and there was no connection found between air forwarder firm holders’ net earnings. Finally, 

the third and last deployed regression model of the gross profit appears to be verified and 

significant, overall, with p-value = 0.460 < a = 0.5 level of significance, and a high R2 = 0.710. 

More specifically, the metric of unique visits tends to impact significantly the variation of air 

forwarders’ global rank, when it decreases, with p-value = 0.027 below the significance level 

of 0.05. Thus, the research’s third and last hypothesis (H3) is also verified, meaning that for air 

forwarding firms to rank higher in search engines, their website analytical data should be 

utilized. 

 
Variables Mean Min Max Std. Deviation 

Gross Profit 995134,3333 386003,00 1229734 225434.255 

Revenues 8046314,4167 6462352,00 9488542 1053941.383 

Net Earnings Holders 144391,2500 871,00 194597 50159.269 

Global Rank 147230,1056 101576,92 196916,7 35770.9267 

Unique Visits 0.31% 0.189% 0.48% 0.00095% 

Time on site 637.87 498.13 839.61 105.7283 

Page Views 9.45 7.77 10.99 1.1477 

Bounce Rate 0.4522 0.44 0.46 0.00386 

Table 1: Descriptive Statistics 

(N = 180 observation days for 5 Air forwarder Firms) 
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Variables Standardized 

Coefficient 

R2 F p-Value 

Dependent: Gross Profit 

Constant 

Global Rank 

Unique Visits 

Time on Site 

Page Views 

Bounce Rate 

- 

-0.481 

-0.649 

-0.680 

-0.066 

0.779 

0.632 2.061 

0.202 

0.336 

0.152 

0.217 

0.892 

0.035* 

Dependent: Net Earnings Holders 

Constant 

Global Rank 

Unique Visits 

Time on Site 

Page Views 

Bounce Rate 

- 

-0.476 

-0.438 

-0.783 

0.245 

0.768 

0.551 1.472 

0.323 

0.385 

0.355 

0.200 

0.651 

0.052 

Dependent: Global Rank 

Constant 

Unique Visits 

Time on Site 

Page Views 

Bounce Rate 

- 

-0.624 

-0.306 

-0.183 

0.118 

0.710 4.280 

0.460* 

0.027* 

0.457 

0.642 

0.626 

Table 2: Multiple Linear Regressions 

(* indicate statistical significance at the 95% level) 

 

5. HYBRID MODEL 

The deployed Hybrid Model (HM) of the analysis consists of both agent-based (ABM) and 

system dynamics (SD) models (Terzi et al., 2011). The agents follow the statecharts and move 

based on commands (and, if, or, etc.) (Retzlaf et al., 2021). During their movement, various 

dynamic variables interact with each other. The aim of the produced model is to represent the 

variation of basic financial metrics of air forwarder firms, based on their website analytical data. 

The variables of the selected air forwarder firms’ websites are following the Normal 

distribution, and the combination of these metrics (bounce rate, unique visitors, time on site, 

and pages per visitor) creates the general metric of website visitors’ engagement, as seen in the 

output below. In Figure 1 the developed hybrid model for simulation of the variation of air 

forwarding’s financial features and their website analytical data is presented. 

 

 

 

 

 

 

Figure following on the next page 
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Figure 1: Dynamic Model Deployment 

 

The model proceeds to simulate the selected metrics’ variation in 90 days period, producing 

results shown in Figure 2. There, the variations of air forwarders’ gross profit, global rank, and 

holders’ net earnings are presented with the related engagement variation of their website 

visitors. We can discern that, throughout the simulation period of 90 days, when their website 

visitors’ engagement increases, their global rank is decreased (which indicates an 

enhancement), while in most of the cases, gross profit and holders’ net earnings are affected 

positively from website visitors’ engagement levels. Moreover, the variation in air forwarders’ 

gross profit follows the variation in their website visitors’ engagement with a small-time delay, 

and their holders’ net earnings also follow the gross profit metric with a small-time delay. Both 

gross profit and engagement variables, as well as gross profit and holders’ net earnings, are 

connected positively. 

 

 

 

 

 

 

Figure following on the next page 
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Figure 2: Hybrid Model Air Forwarding metrics’ variation 

 

6. CONCLUSION 

During the course of this study, the main topic of interest was the investigation of the connection 

between air forwarders’ financial performance metrics with their digital marketing and website 

analytics. The more air forwarding firms engage their website visitors, and potential customers, 

the more their search engine results enhance (lower global ranking metric), thus leading to 

increased gross profit results and finally, increased net earnings for their shareholders. Supply 

chain firms should take into consideration the fact that their financial performance can be 

enhanced through investment in digital marketing campaigns that aim to increase website 

visitors’ engagement. From the performed analysis of air forwarders’ financial performance 

metrics, plenty of practical implications arise. For the attraction of investors, supply chain firms 

should optimize their website visitors’ engagement as a tool for increasing their search engine 

results (lower global rank). By enhancing their global rank metric, supply chain firms’ gross 

profit, and shareholders’ net earnings will gradually increase, meaning that investors will be 

attracted to their shares. 
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ABSTRACT 

Research in the field of shipping entrepreneurship focuses on starting and running shipping-

related firms. Researchers can utilize data analytics to get insights into different elements of 

the shipping business, including market trends, consumer behavior, and operational 

effectiveness, thanks to the growing availability of big data. The market study is one potential 

area of research in shipping entrepreneurship that might gain from big data analytics. Data 

from sources like shipping logs, market reports, and social media might be used by researchers 

to study market patterns and spot possible business possibilities in the shipping sector. For 

instance, they could examine consumer feedback to discover market gaps or use data on 

shipping volumes and routes to pinpoint regions where the need for shipping services is 

increasing. Customer behavior research is another promising topic of study. Researchers could 

find strategies for shipping business owners to better serve their consumers by examining data 
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on consumer preferences and purchasing trends. They may, for instance, examine consumer 

comments to pinpoint areas where shipping firms could enhance their customer service or use 

data on shipping preferences to create new shipping services that better-fit customers' 

expectations. The current study examines the role that big data metrics play in enhancing the 

competitiveness of the shipping industry's online presence. 

Keywords: supply chain, shipping companies, digital marketing operations, Big Data, Decision 

Support Systems 

 

1. INTRODUCTION 

The determination of the companies' comparative objectives is a critical component of 

operations management. They could encompass the fundamental goals of expense, 

performance, service, and adaptability (Boyer & Lewis, 2002) alongside subsequent objectives 

like innovation (Kroes & Ghosh, 2010). By distributing its scarce assets, a corporation must 

exchange between these objectives, in particular in terms of the proportional levels of progress 

of the various objectives (Hayes & Pisano, 1996). Boyer & Lewis (2002) discovered an 

exchange involving expense and adaptability, timeliness and adaptability, and delivery and 

performance in their analysis of 110 production facilities. This exchange is evidenced in the 

contrasts among lean vs. flexible production (Inman et al., 2011) and supply chain practices (Qi 

et al., 2011), plus the effectiveness duality in supply chain objectives, in which efficacious 

supply chains strive for expense contentment of dependable demand and adaptable supply 

chains target for a fast reply to unanticipated demand (Parmigiani et al., 2011). Cost-cutting 

and waste-reduction initiatives mean fewer stock across the supply chain. Though such tactics 

could be ecologically and financially reasonable, they might have a detrimental impact on 

supply chain adaptability due to a lack of risk abatement stocks to deal with interruptions 

(Ivanov, 2018). Several firms nowadays embrace digitization to enhance consumer engagement 

and compete. Corporations are deemed to have digital development in order to establish 

consumer-based digital marketing strategies (Kane et al., 2015). The digital revolution has been 

a critical motivator of efficiency in several industries, including cargo transportation De 

Martino et al., 2013). It has been noticed that digitization, which is a significant problem of 

supply chain activities, is being quickly implemented in the cargo shipping business. The 

context of the research is analyzed in the sections seen below: the introductory part aims to 

grant a glimpse of the referred literature of the paper, followed by the Related Background part, 

where an extensive analysis of the literature review of the paper’s framework is presented. Later 

on, the following sections focus on settling the research hypotheses of the research and 

extracting the necessary statistical (correlation analysis) and modeling outcomes (Fuzzy 

Cognitive Mapping) to provide useful information. At last, the study is summed up in the 

Conclusions section, with the most important insights, which originated from the analysis, 

being presented. 

 

2. RELATED BACKGROUND  

Operations and energy consumption efficiency have grown in importance as a strategic critical 

asset for financial and environmental growth in recent times, owing to the numerous advantages 

it brings to various stakeholders (Marchi & Zanoni, 2017). Such efficacy may lead to significant 

expenditure benefits, enhanced performance, sustainability, reliability, a more productive 

environment, and other benefits for the industry's consumers (Marchi & Zanoni, 2017). Just a 

continuous study strategy could prove causation or the development of important factors 

through time, allowing deeper investigation into the complex character of supply networks in 

order to achieve a match along the products' lifetime (Wagner et al., 2012). Sustainability 

measurements are heavily integrated into businesses' supply chain management operations and 

vendor evaluation approaches (Ahi & Searcy, 2015).  
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It is abundantly shown that a robust supply chain strategy encounters sustainability concerns. 

Yet at the present time, establishing a broad association among efficacy, sustainability, and 

adaptability is challenging and needs more research (Ivanov, 2018). E-commerce optimizes 

Digital Marketing in accordance with an existing digital operations model, identifying 

variances between nations and by company form (Erdmann & Ponzoa, 2021). The 

concentration focuses on the economic evaluation of the usage and modification of the range 

of Digital Marketing approaches, which in particular is dependent on the business's preliminary 

step. Because the study is not consistent, it must be adjusted to every business's unique scenario 

in order to find the expenditures in Digital Marketing with the best payoff (separately as well 

as a combination of strategies) (Erdmann & Ponzoa, 2021). The Big Data concept certainly 

provides several opportunities and perks to businesses, authorities, and societies. According to 

Jin et al. (2015), it has the ability to contribute to economic and technological growth because 

it drives researchers to alter and update their methodologies, encourages and facilitates 

integrated analysis, and aids in forecasting the now and the future more effectively. Wang et al. 

(2016) created a comprehensive and focused Big Data analytics infrastructure in the clinical 

industry. This design was developed relying on the market's best techniques for creating Big 

Data applications. Moreover, in the sectors of airlines and air forwarders, it was found that 

specific digital marketing analytics are determining factors for key sustainability and financial 

performance metrics (Sakas & Giannakopoulos, 2021a; Sakas & Giannakopoulos, 2021b). 

From that point, capitalization of innovative frameworks for exploiting various digital 

marketing analytics could provide a handful of insights into shipping companies digital 

operations’ efficacy (Sakas et al., 2022a; Sakas et al., 2022b; Sakas & Terzi, 2010). To this 

time, many studies have done research on transportation firms’ common operations’ outcomes 

and benefits. The authors spotted a gap in the literature regarding the connection between 

shipping companies’ digital operations efficiency and their digital marketing analytics. Through 

exact analysis of key metrics of supply chain firms’ digital operations and efficiency, as well 

as their digital marketing analytics (bounce rate, page views, time on site, etc.), beneficial 

insights concerning those metrics’ relationships could emerge. Crucial insights from the 

referred literature review led the authors to deploy the following research hypotheses, based on 

the enhancement of shipping companies’ digital operations. 

• H1: “Shipping companies can achieve greater engagement of their customers to their brand 

through effective digital marketing operations”. 

• H2: “Digital marketing metrics of shipping companies cannot determine the number of 

customers originated from direct sources”. 

• H3: “To attract more new customers to their services, shipping companies should increase 

the page views of their websites”. 

 

3. METHODOLOGY 

As stated before, for the authors to estimate the effectiveness of shipping companies’ digital 

operations, multiple research models were harvested. More specifically, statistical tools and 

applications were used, such as descriptive statistics and correlation analysis, to depict the key 

relationships of shipping companies’ digital operation metrics. This analysis was followed by 

a fuzzy modeling process with specific scenarios, through the platform of MentalModeler 

(2023). Through this methodological context, the estimation of shipping companies’ digital 

operation efficacy will be executed, via the elaboration of exact digital marketing metrics. As 

a consequence, marketers and decision-makers in shipping companies would be capable of: 

• enhancing their digital operations’ efficacy through adjusting specific digital marketing 

metrics, that are closely connected with the behavioral analytics of their website customers. 

• deploy operation-wise digital marketing strategies, that originate from Big Data collection 

from the shipping companies’ websites. 
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For the purposes of the study, the collection of the required data occurred from the websites of 

the 5 largest shipping companies for 2023, based on their shipping tonnage transferred in 2021 

(MarineInsight, 2022). The referred metrics range from branded traffic and direct traffic to the 

companies’ website bounce rate, pages per visit, etc. To proceed with the extraction of the data, 

the authors focused on the following shipping companies: MSC (2023), Maersk (2023), CMA-

CGM (2023), Cosco (2023), and Hapag-Lloyd (2023). For the proper collection of the 

analytical data from the websites of the shipping companies, the capitalization of the website 

platform Semrush (2023) was necessary. 

 

4. RESULTS 

The following stage of the results aims to apply advanced statistical elaboration and to 

comprehend the deployed relationships among the digital marketing metrics of shipping 

companies. From this point, the authors will verify or reject the settled research hypotheses, 

based on the statistical outcomes. In Table 1, the basic descriptive statistics are shown, which 

can provide important information regarding the included variables of the sample’s shipping 

companies. For both dependent variables (branded traffic, direct traffic, and new customers) 

and the selected independent ones (bounce rate, page views, time on site, etc) the descriptive 

statistics of mean, std. variation, min, and max were utilized. These statistics are useful for 

obtaining a clear image of the collected metrics’ characteristics and descriptions. Apart from 

the descriptive statistics, the authors deployed correlation analysis, based on Pearson’s 

coefficient (Pearson, 1895). The most significant correlations that were produced for the 

dependent variables of the paper’s analysis, are: (a) for branded traffic is with direct traffic, new 

customers, and page views, (b) for direct traffic no significant correlation is produced, and (c) 

for new customers is with page views. Hence, from these outcomes the authors are able to verify 

all of the research hypotheses, meaning that: 

• H1: Shipping companies can achieve greater engagement of their customers to their brand 

through effective digital marketing operations. 

• H2: Digital marketing metrics of shipping companies cannot determine the number of 

customers originating from direct sources. 

• H3: To attract more new customers to their services, shipping companies could increase the 

page views of their websites. 

 

Variables Mean Min Max Std. Deviation 

Branded Traffic % 89.86% 89% 90% 0.378 

Direct Traffic 31505067 32268152 32268152 551885.34 

New Customers % 1.56% 1% 2% 0.36% 

Time on site 257.943 166.40 349.00 63.219 

Page Views 2.5857 2 3.26 0.432 

Bounce Rate 0.3043 0.21 0.37 0.0576 

Total Keywords 1497642.33 1422235 1566694 45959.317 

Table 1: Descriptive Statistics 

(N = 180 observation days for 5 Shipping Companies) 

 

 

 

 

Table following on the next page 
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Variables 
Branded 

Traffic 

Direct 

Traffic 

New 

Customers 

Time on 

site 

Page 

Views 

Bounce 

Rate 

Total 

Keywords 

Branded 

Customers 
1 -0.677* -0.633* -0.030 -0.688* -0.128 0.035 

Direct Traffic -0.677* 1 0.175 0.481 0.204 0.173 0.182 

New Customers -0.633* 0.175 1 0.211 0.850* -0.335 0.423 

Time on site -0.030 0.481 0.211 1 0.183 -0.129 0.679* 

Page Views -0.688* 0.204 0.850* 0.183 1 0.197 0.429 

Bounce Rate -0.128 0.173 -0.335 -0.129 0.197 1 0.087 

Total Keywords 0.035 0.182 0.423 0.679* 0.429 0.087 1 

Table 2: Variables’ Correlations 

(* indicate statistical significance at the 95% level) 

 

5. FUZZY COGNITIVE MODEL 

At the current stage, the authors developed an innovative modeling framework (Terzi et al., 

2011) to assess the relationships of all the referred metrics of shipping companies’ digital 

operational effectiveness. The Fuzzy Cognitive Maps (FCM) modeling process was utilized, 

through 4 scenarios, in order to estimate the impact of shipping companies’ digital marketing 

metrics on their digital operations efficacy. The FCM model that is presented in Figure 1, 

includes the connection between all the factors of the study, both digital operations’ metrics 

(branded traffic, new customers, and direct traffic) and digital marketing’s metrics (time on site, 

page views, bounce rate, etc.). The referred variables were connected with arrows, whose 

thickness and color are based on their correlations’ significance and their sign (negative – red, 

positive – blue) accordingly (Case et al., 2018). Apart from that, other studies have highlighted 

FCM’s implication and role in describing and analyzing static outcomes of financial figures, 

especially when these are discerned from high correlation coefficients (Migkos et al., 2022). 

So, the authors moved to develop 4 discrete FCM scenarios that will estimate the course of 

shipping companies’ digital operations efficacy factors (branded traffic, new customers, and 

direct traffic) through the variation of their digital marketing metrics (bounce rate, page views, 

etc.). 
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Figure 1: Fuzzy Cognitive Model Deployment 

 

The deployment of the FCM scenarios, seen in Figure 2 (a) to (d), provides multiple handful 

insights. In scenario 2(a), the impact of increased total keywords on shipping companies’ 

branded and direct traffic, as well as the new customers’ metric. First of all, in scenario 1, by 

increasing the number of potential total keywords range of shipping firms’ websites by 70%, 

their new customers will increase by 2% and their direct traffic by 1%, while their branded 

traffic variable will remain stable. In scenario 2, where the authors increased page views of 

shipping companies’ websites by 70%, their branded traffic was decreased by 3%, while the 

variables of new customers and direct traffic rose by 4% and 2% respectively. Throughout 

scenario 3, it can be discerned that shipping companies’ new customers and direct traffic can 

be increased up to 1% and 2% accordingly, with branded traffic remaining stable, by increasing, 

up to 70%, of the time their website customers spend on the site. Finally, in scenario 4, the 

decrease of shipping companies’ website bounce rate by 50% was applied, thus, leading to 

increased new customers and branded traffic metric, by 7% and 2% respectively, but to lower 

direct traffic by 4%. The extracted outcomes could be further combined to produce enhanced 

results for shipping companies’ digital operations efficacy. 
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(a) 

 

(b) 

 

(c) 
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(d) 

Figure 2: Fuzzy Cognitive Model Scenarios (a)-(d) 

 

6. CONCLUSION 

The authors, prior to the deployment of the research, sought to identify the factors of shipping 

firms’ digital marketing process that affects their digital operations’ efficacy.  For this purpose, 

the capitalization of FCM models and scenarios was selected. In these scenarios, various 

metrics of shipping firms’ digital marketing processes were variated to elaborate their effect on 

companies’ digital operations efficacy. Such efficacy can be achieved through increased 

branded and direct traffic, as well as new customer outcomes. For shipping companies, 

enhanced digital operations’ efficacy could be achieved by monitoring and aiming to increase 

the engagement of their customers with their websites. This goal is highly related to the level 

of investment in website platform development funds. Regarding the practical implications of 

the research findings, it should be stated that shipping companies are capable of acknowledging 

their competitiveness (Toudas & Kanellos, 2022). The referred digital marketing metrics 

provide valuable insights to shipping companies regarding their level of competitiveness and 

thus, through proper adjustment of specific website variables, they could be able to enhance the 

efficacy of their digital operations. Such enhancement would be depicted through more new 

website customers, increased customer engagement with the brand, and enhanced website direct 

traffic for shipping firms. 
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ABSTRACT 

The aim of this study is to examine the human factors associated with cybersecurity in Serbia 

by measuring the self-reported cybersecurity practices of individuals responsible for data 

management. Empirical data was collected using the HAIS-Q (Human Aspects of Information 

Security Questionnaire), a well-established instrument consisting of 23 sections with 

knowledge, attitude, and behavior-based questions. A total of 100 responses were collected and 

analyzed. The findings suggest that those responsible for managing critical business data and 

digital assets in Serbia exhibit deficiencies in their knowledge, attitude, and behavior towards 

cyber attacks. 

Keywords: Cybersecurity, HAIS-Q, Insurability, Serbia  

 

1. INTRODUCTION 

Cybersecurity risks arise from a myriad of different technical factors, incluiding outdated 

software versions, poor security protocols, hardware failure, and many other reasons (Jeong et 

al. 2019). The human factor, however,  represents one of the biggest risks for the realization of 

a cyberattack. Carelessness and inattention, unprofessional behavior, improper and inadequate 

handling of devices, as well as ignorance can easily endanger company resources. People tend 

to use business computers, especially nowadays, for private purposes, which could put their 

company at risk. Human factors of cybersecurity have thus become an important topic among 

scholars and practitioners (Pollini et al. 2022). This study sought to examine the self-perceived 

exposure to cyber-attacks in a business environment. To this end, we used HAIS-Q as a research 

instrument and interviewed 100 respondents responsible for securing digital assets in Serbian 

companies. To the best of the authors' knowledge, a study of this kind has never been conducted 

in Serbia before. In general, digital technologies are found to have an important impact on 

business performance in Serbia (Kahrovic and Avdovic 2021). Some studies recognize Serbia 

as a country with established legal mechanisms to fight cybercrime (Minovic et al. 2016). Other 

conceptual studies find that although cybersecurity has been established, Serbia still faces 

serious online data privacy problems (Burak 2021). However, none of these studies assessed 

self perceptions of information security in businesses. For this purpose, our paper employs one 

well-known research instrument – HAIS-Q (Parsons et al. 2017) to explore the human factor of 

cybersecurity in Serbia.  The remainder of this paper is organized as follows. Section 2 provides 

a brief background by explaining the main types of cyberattacks.  
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Section 3 explains the methodology, including the research instrument, sampling procedure and 

data processing. In Section 4, the results are delineated and the main findings are 

contextualized. Finaly, Section 6 is reserved for the concluding remarks, which include the 

contributions, implications, limitations and further recommendations. 

 

2. BACKGROUND 

Currently, economic, commercial, cultural, social, and governmental activities and interactions 

among nations, including individuals, non-governmental organizations, and governmental 

institutions, take place predominantly in the cyberspace (Li and Liu 2021) CITE). With the 

increasing use of wireless communication technologies, private companies and government 

organizations worldwide are encountering the threat of cyber-attacks. Given the high 

dependence of the contemporary world on electronic technology, safeguarding the information 

from such attacks poses a significant challenge. Cyberattacks refer to malicious activities that 

are carried out by individuals or groups with the intention of gaining unauthorized access to 

computer systems, networks, or devices (Bullock et al. 2021). These attacks are becoming 

increasingly common, and their impact can be severe, ranging from financial losses to 

reputational damage and even physical harm. According to a report by Accenture, the average 

cost of cybercrime for companies has increased by 50% in the past five years. In 2020 alone, 

the total cost of cybercrime globally was estimated to be $1 trillion (Accenture 2020). 

Cyberattacks can result in financial losses due to factors such as theft of sensitive information, 

disruption of business operations, and the cost of repairing systems and infrastructure (Healey 

et al. 2018). Additionally, the loss of customer trust and reputation damage can also result in 

long-term financial impacts (Kamiya et al. 2021). It is crucial for companies to invest in 

cybersecurity measures and continuously monitor and update their systems to protect against 

potential cyber threats and prevent financial losses. Considering the recent emergence of the 

topic of cyberattacks in the field of business research, it is imperative to establish a 

comprehensive and well-defined typology of cyberattacks. Due to the multi-disciplinary nature 

of the topic, experts from both legal and technical fields have proposed various definitions and 

typologies of cyberattacks. As they are a complex and multifaceted phenomenon, there is no 

universally agreed upon typology of cyberattacks. However, existing studies (for example: 

Ahmetoglu and Das 2022; Facchinetti et al. 2023) have identified several commonly occurring 

types of cyberattacks, which will be briefly explained in this section. Phishing is a social 

engineering attack that involves the use of fraudulent emails, messages, or websites to trick 

individuals into revealing sensitive information such as login credentials or credit card details 

(Gupta et al. 2017). Phishing attacks can be highly sophisticated, often utilizing realistic-

looking messages and websites to fool individuals into providing sensitive information. A 

variation of phishing, known as spear-phishing, involves targeting specific individuals or 

organizations with tailored messages to increase the likelihood of success. Malware is a type 

of software that is designed to harm computer systems, networks, and devices (Aslan and Samet 

2020). Malware can include various types of viruses, trojans, and ransomware. Spyware is a 

harmful software that is designed to secretly gather information from a computer system 

without the user's knowledge or permission. Several studies have been conducted to detect and 

prevent cyberattacks caused by this insidious intruder (Mallikarajunan et al. 2019). This type 

of virus can collect sensitive personal information, such as passwords and credit card numbers, 

as well as browsing history and other usage patterns. It can infiltrate a system through various 

channels, such as downloading infected software or email attachments, visiting compromised 

websites, or exploiting vulnerabilities in existing software. Once it has infected a computer, it 

can operate surreptitiously, collecting data and sending it back to the attacker for malicious 

purposes, such as identity theft, financial fraud, or targeted advertising.  
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Spyware is difficult to detect and remove because it tries to evade security measures and runs 

undetectably in the background. Denial of Service (DoS) and Distributed Denial of Service 

(DDoS) attacks involve overwhelming a target system with traffic to cause it to crash or become 

unavailable. In a DoS attack, a single system or network is targeted, while in a DDoS attack, 

multiple systems or networks are utilized to generate traffic, making it more difficult to mitigate 

(Eliyan and Pietro 2021). Advanced Persistent Threats (APTs) are long-term, targeted attacks 

that involve gaining access to a system and remaining undetected for an extended period to 

gather sensitive information (Chen et al. 2020). APTs are typically conducted by state-

sponsored groups or advanced criminal organizations and often utilize a combination of 

techniques, including social engineering, malware, and zero-day exploits. Man-in-the-Middle 

(MITM) attacks involve intercepting communications between two parties to steal information 

or modify data. In a MITM attack, an attacker positions themselves between the two parties, 

intercepting and modifying data as it passes through (Conti et al. 2016). SQL Injection attacks 

exploit vulnerabilities in web applications to gain access to a database or steal sensitive 

information (Ma et al. 2019). SQL injection attacks involve inserting malicious code into input 

fields to gain access to sensitive data or modify database records. Zero-day attacks exploit 

unknown vulnerabilities in software or hardware, making them difficult to detect and prevent. 

Zero-day vulnerabilities are typically discovered by attackers and kept secret to exploit them 

before they are patched (Blaise et al 2020). Social engineering attacks involve the manipulation 

of individuals through psychological means to gain access to sensitive information or computer 

systems. Social engineering attacks can take various forms, including phishing, pretexting, 

baiting, and tailgating (Aldawood and Skinner 2019). The aforementioned list represents a 

condensed typology of cyberattacks. Naturally, this classification could be further elaborated 

and subjected to critical analysis. However, such an effort lies beyond the scope of this paper. 

It is important to conclude that, in order to protect against cyberattacks, it is crucial to 

implement robust cybersecurity measures, including the use of firewalls, anti-virus software, 

and regular system updates, as well as training employees to recognize and prevent social 

engineering attacks (Nespoli et al. 2021). Additionally, it is essential to maintain a proactive 

approach to cybersecurity, regularly conducting risk assessments and staying informed about 

emerging threats and vulnerabilities. 

 

3. MATERIALS AND METHODS 

3.1. Research instrument 

This study is based on the HAIS-Q research instrument designed to measure information 

security awareness (Parsons et al. 2014). The questionnaire is structured into seven groups of 

questions, each with subcategories, as shown in Table 1.  
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Category Subcategory 

Password management Locking workstations 

Password sharing 

Choosing a good password 

Email use Forwarding emails 

Opening attachments 

IT department level of responsibility 

Internet use Installing unauthorized software 

Accessing dubious websites 

Inappropriate use of internet 

Social Networking Sites (SNS) Amount of work time spent on SNS 

Consequences of SNS 

Posting about work on SNS 

Incident Reporting Reporting suspicious individuals 

Reporting bad behavior by colleagues 

Reporting all security incidents 

Mobile computing Physically securing personal electronic 

devices  

Sending sensitive information via mobile 

networks 

Checking work email via free network 

Information handling 

 

Disposing of sensitive information 

Inserting USB devices 

Leaving sensitive material unsecured 

Table 1: Categories and subcategories of HAIS-Q 

(Source: Parsons et al. 2014) 

 

Each subcategory is examined from three perspective: knowledge, attitude and behavior. 

Knowledge questions examine wether employees are familiar with company policies and 

procedures, what is allowed and what is not. Attitude questions examine employee attitudes to 

provide information about what employees think and their perception of what the policies or 

procedures pre-suppose, whereas behavioral questions really examine the specific behavior of 

employees, whether they do any of the above mentioned things. A Likert scale from 1 to 5 is 

used to evaluate the answers, where the value 1 indicates complete disagreement and 5 complete 

agreement with the answer offered (Parsons et al. 2013). 

 

3.2. Sampling procedure 

For the purposes of this paper, we used a snowball sampling procedure. The snowball sampling 

technique relies on peer-to-peer recruitment and the formation of a referral chain (Radonic and 

Milosavljevic 2019).  

 

4. RESULTS AND DISCUSSION 

4.1. Sample features 

In terms of the gender split, the sample was unbalanced. Out of 100 respondents, as many as 

62% were females, while men are in the minority and make up the remaining 38%. For the 

gender structure, the largest share of respondents were aged 20 to 30 with a share of 70%, 

followed by those aged 30 to 40 with 23%, and only 7 people over 40 were included among the 

respondents: four were within age group of 40 to 50 years and three were over 50-years. When 

it came to education, most respondents completed basic academic studies, followed by master's 

academic studies, high school, basic vocational studies and one doctor of science.  
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The number of years of work experience is divided as follows: as many as 62% have been 

employed for less than 5 years, following by persons with experience of 5 to 10 years 24%. 

Furthermore, 8% of respondents had 10 to 15 years of work experience, and 3% had from 15 

to 20 years or more than 25 years of experience.  

 

4.2. Main analysis 

The data collected through the questionnaire was analyzed by calculation of mean and standard 

deviation. The subcategories of HAIS-Q are numbered from 1 to 21 as followed: 1) locking 

workstation, 2) password sharing, 3) choosing a good password, 4) forwarding emails, 5) 

opening attachments, 6) IT department level of responsibility, 7) installing unauthorized 

software, 8) accessing dubious websites, 9) inappropriate use of the internet, 10) amount of 

work time spent on SNS, 11) consequences of SNS, 12) posting about work on SNS, 13) 

reporting suspicious individuals, 14) reporting bad behavior by colleagues, 15) reporting all 

security incidents, 16) physically securing personal electronic devices, 17) sending sensitive 

information via mobile networks, 18) checking work email via free network, 19) disposing of 

sensitive documents, 20) inserting USB devices, 21) leaving sensitive material unsecured. 

Results are shown in Table 2. 

 
N

o. Item 

MEAN

(k) 

STD 

(k) 

MEAN

(a) 

STD

(a) 

MEAN

(B) 

STD 

(b) 

MEAN 

(all) 

STD 

(all) 

1 Locking workstations 2,03 1,27 2,03 1,27 1,96 1,23 2,01 1,26 

2 Password sharing 1,52 0,92 4,34 1,07 1,45 0,86 2,44 0,95 

3 Choosing a good password 4,10 1,23 1,97 1,21 4,44 1,05 3,50 1,16 

 A Password management 2,55 1,14 2,78 1,18 2,62 1,05 2,65 1,12 

4 Forwarding emails 2,06 1,22 2,20 1,44 3,54 1,36 2,60 1,34 

5 Opening attachments 1,48 0,87 1,34 0,59 2,80 1,66 1,87 1,04 

6 IT department level of responsibility 1,52 0,95 1,77 1,18 3,98 1,34 2,42 1,16 

 B Email use 1,69 1,01 1,77 1,07 3,44 1,45 2,30 1,18 

7 Installing unauthorized software 2,47 1,31 3,87 1,22 1,93 1,15 2,76 1,23 

8 Accessing dubious websites 3,66 1,39 4,48 0,85 2,39 1,22 3,51 1,15 

9 Inappropriate use of internet 2,48 1,28 4,18 1,10 3,69 1,31 3,45 1,23 

 C Internet use 2,87 1,33 4,18 1,06 2,67 1,23 3,24 1,20 

10 Amount of work time spent on SNS 2,58 1,41 1,85 1,10 2,54 1,29 2,32 1,27 

11 Consequences of SNS 2,63 1,44 1,74 0,92 4,53 0,90 2,97 1,09 

12 Posting about work on SNS 1,55 0,79 4,54 0,83 1,36 0,74 2,48 0,79 

 D Social Networking Sites (SNS) 2,25 1,21 2,71 0,95 2,81 0,98 2,59 1,05 

13 Reporting suspicious individuals 3,59 1,10 1,91 0,91 3,85 0,88 3,12 0,96 

14 

Reporting bad behavior by 

colleagues 2,16 0,99 1,94 0,89 2,19 1,03 2,10 0,97 

15 Reporting all security incidents 3,14 1,39 4,09 1,05 1,85 0,93 3,03 1,12 

 E Incident Reporting 2,96 1,16 2,65 0,95 2,63 0,94 2,75 1,02 

16 

Physically securing electronic 

devices 3,18 1,49 1,19 0,50 1,37 0,89 1,91 0,96 

17 

Sending sensitive information via 

mobile networks 1,94 1,21 4,14 1,08 1,82 1,04 2,63 1,11 

18 

Checking work email via free 

network 2,80 1,43 4,14 1,08 1,82 1,04 2,92 1,18 

 F Mobile computing 2,64 1,37 3,16 0,89 1,67 0,99 2,49 1,08 

19 Disposing of sensitive information 1,51 1,02 1,61 0,90 4,38 1,10 2,50 1,01 

20 Inserting USB devices 4,57 1,01 1,29 0,60 4,52 1,02 3,46 0,88 

21 

Leaving sensitive material 

unsecured 1,42 0,86 4,43 0,99 1,50 0,88 2,45 0,91 

  Information handling 2,50 0,97 2,44 0,83 3,47 1,00 2,80 0,93 

  MEAN 2,49 1,17 2,81 0,99 2,76 1,09 2,69 1,08 

Table 2: The descriptive statistic for HAIS-Q 
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The present study investigated the status of password management and cybersecurity practices 

in Serbia. The results presented in Table 2 indicate that the mean score for password 

management is 2.65 (SD=1.12), which suggests a relatively modest level of password 

management in the population. Strong and unique passwords are a fundamental aspect of 

cybersecurity, and neglecting this aspect can make individuals vulnerable to cyber threats. The 

results also suggest that email use is the weakest point of cybersecurity in Serbia, with a mean 

score of 2.30 (SD=1.18). This finding is consistent with previous studies, which have 

highlighted the risks associated with email forwarding and attachment opening. Recent studies 

(Radonic et al. 2020) have also shown the increase in activities such as email forwarding and 

dangerous attachment opening during the pandemics (Borkovich and Skovira 2020). 

Additionally, the study found that respondents recognize internet use as a potential threat to 

cybersecurity with a mean score of 3.24 (SD=1.20). Earlier studies have also identified the 

internet as a main source of skepticism (Okanovic et al. 2013). 

 

4.3. Summary of key findings 

The most important finding of our study is that as many as 70% of respondents engage in some 

risky behavior. This includes employees who use the exact same password for all their accounts, 

both business and private, who share business information on social networks, those who tell 

their password to colleagues and don't lock the computer when they leave it, but also those 

individuals who do much more serious things such as opening emails from unknown senders, 

opening links and attachments from all emails, people who would insert the found USB into 

their business computer, or persons who access various websites from their businesses 

computers, which does not report and take no action regarding breaches of security rules by 

colleagues or third parties faces. Despite being one of the most commonly reported types of 

cyber-attacks, the results of our study indicated the respondents’ significant exposure to 

phishing attacks. Specifically, 24 respondents reported that they would open every link from an 

email sent by sender they personaly know, despite being aware they should not do that. 

Similarly, 6 respondents would open an email attachment from an unknown sender, despite 

being aware of the risks. Moreover, 17 participants reported that they might open an attachment 

from an email sent by an unknown sender. These results emphasize the need for increased 

awareness and training on safe practices for identifying and avoiding phishing attacks. Eight 

out of the total respondents indicated that they would connect a USB device of unknown origin 

to their work computer. Of these, six respondents were aware of the potential risks associated 

with such actions, but still proceeded with the activity. Furthermore, 10 respondents reported 

that they do not exercise caution when downloading files to their work computer, despite the 

possibility that such files may compromise the security of their system. These results highlight 

the need for increased awareness and training on safe practices for information security among 

the study population. 

 

5. CONCLUSIONS 

5.1. Novelty of the study 

The primary objective of this study was to investigate the perceived exposure to cyber-attacks 

among individuals responsible for safeguarding digital assets in Serbian businesses. To achieve 

this goal, we employed the HAIS-Q survey instrument and collected responses from a sample 

of 100 participants. The study contributes to the existing literature by highlighting the human 

factor as a significant threat to the security of business information systems. Nevertheless, 

future advances in cybersecurity are expected to mitigate the risks posed by human behavior. 

For example, artificial intelligence and machine learning technologies are anticipated to 

improve threat detection capabilities. Cloud-based solutions are also expected to become more 

prevalent as businesses continue to migrate their assets and operations to the cloud.  
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The adoption of biometric and smart authentication solutions is likely to further reduce the risk 

of cyber-attacks. In addition to technological advancements, regulatory frameworks are 

expected to continue to evolve, and cyber insurance is expected to play an increasingly 

important role in risk management strategies. 

 

5.2. Contributions and Implications 

The era of digitization, often referred to as the digital revolution, has revolutionized the business 

landscape by offering numerous benefits such as increased efficiency, cost savings, market 

expansion, and customer acquisition. Nevertheless, this transformation has also introduced new 

challenges. In addition to the traditional risks faced by companies, there is now a new type of 

risk, known as cyber risk, which refers to the risk of cyber-attacks. The present study contributes 

to the growing body of evidence on self-perceived cybersecurity by examining the subjective 

perceptions of cybersecurity risks among participants. Previous studies have highlighted that 

human factors are the primary challenges to ensuring the security of business assets in the future 

(De Kimpe et al. 2021). Previous research suggests that education and training are the most 

effective strategies for enhancing cybersecurity in companies (He et al. 2019). This study builds 

on this research by identifying additional critical factors. As cyber threats continue to rise, 

businesses and companies are compelled to protect themselves from these threats. The primary 

defense mechanisms against cyber-attacks are technical solutions such as antivirus software, 

VPN, and similar tools, as well as employees who handle data and use computers. However, in 

the event of a security breach, insurance against cyber risks represents a third line of defense. 

Insurance coverage is typically sought only after the first two lines of defense have been 

breached and a loss has occurred. Given the increasing frequency of cyber-attacks and the 

growing number of victims who suffer significant losses, businesses must consider investing in 

additional forms of protection, such as cyber insurance, to mitigate the risk of cyber-attacks. 

The market for cyber insurance in Serbia and the Balkan region remains underdeveloped, 

despite increasing discussions and consideration of its potential benefits. The ongoing and 

anticipated digitization of the state and private sector will inevitably lead to an increase in 

cyber-attacks, resulting in financial losses. The present study has significant implications for a 

range of stakeholders. Primarily, IT security engineers in various organizations may find the 

study useful, given the valuable information held by industries such as finance, healthcare, 

government bodies, retailers, energy and utilities, technology, and software companies. 

Although stringent compliance measures are in place, identifying man-driven operational risks 

is crucial. The findings may also be of interest to regulators. Currently, there is no single global 

regulation for cyber risks, and exicting laws and regulations vary widely across countries. The 

regulation of cyber risks is a complex and evolving area that involves a range of different 

organizations, agencies, and laws. Organizations need to be aware of the regulations and 

guidelines that apply to them, and to take a proactive approach to managing their cyber risks in 

order to protect their customers, employees, and business. These findings may also be 

interesting for cybersecurity software vendors. The cybersecurity software market has grown 

rapidly in recent years, driven by increasing concern about cyber attacks and the need to protect 

businesses and individuals from the growing threat of cybercrime. The market is highly 

competitive, with many companies offering a wide range of cybersecurity solutions, including 

antivirus software, firewalls, intrusion detection systems, and identity and access management 

solutions. There is also a growing demand for cloud-based security solutions, since businesses 

intensively move their operations to the cloud-based solutions. Despite the growth of the 

cybersecurity software market, the threat of cybercrime continues to evolve and become more 

sophisticated. Consequently, both businesses and individuals continue to seek for proactive, 

protective measures against cyber threats. Therefore, the demand for cybersecurity solutions is 

expected to continue growing, driving the further growth in cybersecurity software market in 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

142 

the coming years. Finaly, these findings may be of interest to insurance companies, particularly 

for the development of cyber insurance products. Currently, the market for cyber insurance in 

Serbia does not exist (Milanovic et al. 2023). Cyber insurance should provide coverage for 

businesses and individuals against losses and damages caused by cyber-attacks and other forms 

of digital risks, including data breaches, theft of sensitive information, loss of business income, 

and legal expenses associated with cyber incidents. The need for cyber insurance has become 

increasingly important in recent years due to strong increase in number and cost of cyberattacks. 

Consequently, the results of this study could propel the development of cyber insurance in 

Serbia. 

 

5.3. Limitations and further recommendations 

This study study has a myriad of limitations and drawbacks. First, the study is based on 

representation of respondends from camparatively small sample sizes, thus far from being 

nationally representative. Future studies should include more diversified sample sizes to capture 

the under-represented strata. Second, this study relies on evidence from one country; 

generalizations to other regions and economies may be arguable. Further research can be 

conducted through cross-country studies and explorations. Third, this study is cross-sectional. 

Since both cyberattacks and cybersecurity evolve over time, these findings might be irrelevant 

in the future. Time-based analyses would create broader knowledge base.  
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ABSTRACT 

The main aim of the current article is to compare economic and Quality of Life (QL) indices in 

G7- (Germany, France, United States, United Kingdom, Japan, Italy and Canada) and BRICS-

member countries (Brazil, Russia, India, China and South Africa). The research was developed 

based on selecting indices available in the NUMBEO, UN (United Nations) and OECD 

(Organization for Economic Cooperation and Development) databases. Results have evidenced 

that emerging countries belonging to the BRICS bloc have shown lower QL indices than those 

observed for developed countries in the G7 bloc. With respect to economic data, the USA, 

China, Japan and Germany were the countries presenting the highest GDP growth. It was 

possible concluding that countries belonging to the G7 block have better economic and labor 

indices, which, in their turn, are associated with better QoL indices. 

Keywords: Quality of Life, BRICS, G7 

 

1. INTRODUCTION   

Quality of life (QoL) can be understood as individuals’ worldview about customs, beliefs, 

behaviors and uncertainties about the future (Who, 2007; Santos; Espinosa; Marcon, 2020). The 

association between QoL and environmental aspects is seen as social determinant; thus, there 

is concern in articulating health, emotional aspects, and social and economic contexts (Cortez 

et al., 2017). Performance indices, such as unemployment comparisons between men and 

women in the same country or between countries, are often used in research to measure QOL 

and socioeconomic development; social, economic and environmental indices also help 

measuring public development policies (Simões; Crespo; Castro, 2015); (Barrington-Leigh; 
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Escande, 2017); (Res, 2017); (Becker; Paruolo; Saisana, 2015); (Alaimo; Maggino, 2020); 

(Bianchi; Biffignandi, 2022). Therefore, comparing development indices between emerging 

and developed countries is a relevant factor in research conducted in this field. The BRICS bloc 

comprises the following countries: Brazil, Russia, India, China and South Africa. It was 

founded in 2009, as an alliance among emerging countries aimed at economic, political and 

military cooperation  (Wilson, 2015). This bloc accounts for 43% of the world’s population, as 

well as for 30% of its GDP and 17% of all trade, at global scale (Kilic; Cankaya, 2019). The 

G7, in its turn, started in 1975 and initially comprised six countries, namely: Germany, France, 

United States, United Kingdom, Japan and Italy. It was created by German Chancellor Helmut 

Schmidt and by French President Valéry Giscard d'Estaing. Canada joined the group in 1976 

and became the seventh G7 member (Monteiro; Zylbersztajn, 2013). This bloc accounts for 

10% of the world’s population, as well as for 39% of its GDP and 32% of all trade, at global 

scale (Kilic; Cankaya, 2019). The aim of the current article was to compare economic, labor 

and QoL indices between G7 and BRICS member countries to investigate whether there is 

association between higher economic and labor indices, and QoL indices. 

 

2. METHODOLOGY  

Gross Domestic Product (GDP), QoL, female labor force participation, male labor force 

participation and purchasing power indices were the indicators used in the current study. 

NUMBEO, UN (United Nations) and OECD (Organization for Economic Cooperation and 

Development) platforms were herein selected because they hold consolidated data about all the 

analyzed countries. The adopted indices were selected based on their relevance and association 

with the QoL topic. Countries belonging to both the BRICS and G7 blocs were selected because 

they account for 53% of the world’s population, as well as for 69% of its GDP and for 49% of 

all trade, at global scale (Kilic; Cankaya, 2019). The herein analyzed periods-of-time ranged 

from 1994 to 2021, for GDP; and from 2012 to 2022, for the following indicators: QoL, female 

labor force participation, male labor force participation and purchasing power indices. They 

were selected based on the availability of the most current data in the selected platforms. 

Collected data were transcribed into Excel spreadsheets for visualization, treatment and 

analysis purposes. 

 

3. RESULTS  

According to Mazumdar (1995), GDP and QoL indices are often used to measure countries’ 

socioeconomic condition. GDP index represents the sum of all final goods and services 

produced by a given country (IBGE, 2022). Figure 1 summarizes the historical evolution of 

BRICS countries’ GDP in comparison to that of G7 countries. 
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Figure 1: G7 bloc’s GPD 

(Source: Elaborated by the authors based on data available at the UN’s platform (2022)) 

 

Based on Figure 1, all countries recorded GPD growth in the analyzed period-of-time, although 

there was slight setback in 2020, likely due to the COVID-19 pandemic. The United States (G7) 

stands out for presenting GDP higher than that of all countries forming the two economic blocs. 

Moreover, China (BRICS) experiences broad GPD growth and its economy is superior to that 

of countries belonging to the G7 bloc (except for the USA). Japan (G7) also differs from other 

countries, although its economy is smaller than that of the US and China. According to Kirton 

(2011), G7 countries are the core of global governance, since they act as global players, a role 

that should be played by the league of nations, or by the UN, after World War II. Based on the 

United Nations Economic Commission for Latin America and the Caribbean ECLAC’s (2021) 

projection, advanced economies should resume their growth from 2022, onwards - after the 

COVID-19 pandemic - and reach growth higher than 0.9%, by 2024. On the other hand, 

developing economies, except for China, may remain 5.5% below the pre-pandemic projection 

for 2024, likely due to disparities in vaccination rates observed for emerging countries. 

However, economic growth analysis conducted in separate does not necessarily indicate better 

QoL conditions (Biswas, 2022). Thus, the QoL indicator encompasses parameters such as 

purchasing power, pollution rate, house income:price ratio, cost of living, safety, medical care, 

daily commuting and climate index. The higher their value, the higher the QoL estimate. Figure 

2 depicts the QoL status of BRICS and G7 countries. 
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Figure 2: G7’s QoL index 

(Source: Elaborated by the authors based on data available at NUMBEO platform (2022)) 

 

South Africa and India were the BRICS bloc countries that have kept QoL growth stability 

within the analyzed period-of-time. All countries, except for South Africa and India, recorded 

low QoL rates in 2012. China and Russia, for example, recorded negative growth rates over the 

years. Brazil recorded growth peak in 2013, but it dropped in 2014 and 2015; the 2014 Brazilian 

economic crisis is likely the explanation for such a drop (ECO- et al., 2017). In addition, India 

and Russia were the only countries that did not record drop within this period (from 2014 to 

2015), and it suggests that international factors may also have influenced the downward trend 

observed in indices recorded for other BRICS bloc countries. It is worth mentioning that South 

Africa (BRICS) - which holds the best QoL indicator among BRICS countries, as well as low 

GDP index - presents QoL index similar to that of Italy, which, in its turn, accounts for the 

worst QoL index in the G7 group. On the other hand, Germany holds the highest GPD index in 

the G7 group; it is followed by USA and Japan. This group comprises the most industrially 

developed countries, which hold the highest employment levels and income per capita 

(Alvarenga; Valny Giacomelli Sobrinho, 2018) - the highest QoL indices are included in this 

context. Moreover, sustainable practices have impact on QoL. Miranda et al (2021) carried out 

a literature review to identify the main green technology practices adopted in BRICS countries. 

China and India accounted for the largest number of studies about green technology, as well as 

presented better sustainable development, larger number of sustainable actions and greater 

interest in local universities. Brazil, Russia and South Africa did not stand out in the 

aforementioned study. Figure 3 depicts female labor force participation index in both BRICS 

and G7 countries; data referring to 2021 and 2022 were not published. 
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Figure 3: Female labor force participation index 

(Source: Elaborated by the authors based on data available at OECD platform (2022)) 

 

China did not disclose data about this index, whereas India did not present data comprising the 

period from 2013 to 2017. Russia was the BRICS bloc country accounting for the best female 

labor force participation index; it was followed by Brazil. However, it is important emphasizing 

that most countries have shown downward trend in this index, in 2020, likely due to the 

COVID-19 pandemic, which have had significant impact on socioeconomic indices in all 

countries. Moreover, GDP (Figure 1) has also decreased within this period-of-time. According 

to Mar (2020), if, on the one hand, the COVID-19 pandemic has worsened gender segregation 

at work, on the other hand, it has shown that women played essential role as first responders, 

health professionals and volunteers in the fight against this health crisis. Fifty-seven percent 

(57%) of UK women had a job in 2020. Italy accounted for the lowest female labor force 

participation index (36%) among G7 bloc countries in that same year. It is important 

emphasizing that this index did not show significant reduction in the G7 bloc between 2019 and 

2020, when the world was facing the pandemic. Russia (BRICS bloc) is the country that comes 

closest to female labor force participation indices recorded for G7 countries. Based on the male 

labor force participation index shown in Figure 4, BRICS countries’ rates - except for that 

recorded for South Africa - are similar to those of G7 countries accounting for the best indices 

recorded for this variable (Japan, United Kingdom, USA and Canada). 
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Figure 4: Male labor force participation index 

(Source: Elaborated by the authors based on data available at OECD platform  (2022)) 

 

There was also downward trend in this index in 2019 and 2020. China did not disclose its data 

and India did not present data referring to the period between 2013 and 2017. Among countries 

that have disclosed their data, South Africa had the worst performance, since only 41.5% of its 

male population was employed in the analyzed period-of-time. Russia and India presented 

similar data referring to the period between 2018 and 2020. Brazil has shown decrease in hiring 

rates from 2019 to 2020. Japan was the G7 bloc country with the best performance in male 

labor force participation index (69.3%). On the other hand, Italy recorded the lowest indicator 

for this index (52.9%). Thus, according to the herein analyzed data, Italy was the country 

accounting for the lowest employment rate, regardless of workers’ sex. Economy, justice, 

health and environment are QoL-associated aspects that enable measuring individuals’ comfort 

and well-being (Farsen et al., 2018). Workers' perception about the minimum wage policy has 

significant influence on their wage satisfaction and motivation to work (Che Ahmat; Arendt; 

RusselL, 2019). Thus, individuals’ power to purchase goods and services has relevant impact 

on worker’s perception about fair wages and well-being. Purchasing Power Index shows goods 

and services’ prices in comparison to the mean wage in a given country. For example, if the 

Brazilian purchasing power index reached 27.85% in 2022, it means that the population living 

in the country could buy 50.51% less than individuals living in South Africa, whose mean wage 

provided purchasing power index of 78.36%. Figure 5 lists the most prominent countries in the 

BRICS and G7 blocs. South Africa, India and China recorded the highest purchasing power 

indices in 2016, whereas all BRICS countries recorded downward trend in this index, both in 

2020 and 2021. Slight recovery in this index was observed in 2022. Brazil was the country 

presenting the worst purchasing power performance in all analyzed years. 

 

 

 

 

Figure following on the next page 

 

 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

151 

Figure 5: G7 countries’ purchasing power index 

(Source: Elaborated by the authors based on data available at NUMBEO platform (2022)) 

 

All countries recorded the best purchasing power performance in 2016; however, this index 

decreased in 2020, 2021 and 2022 (NUMBEO, 2022). Italy was the country accounting for the 

lowest purchasing power index (61.74%) in the G7 block in all analyzed years. Overall, G7 

countries presented purchasing power 43% higher than that of emerging BRICS countries, on 

average. Business, commercial and economic cooperation to be among the largest economies 

in the world, for the next 50 years, was the reason for BRICS’ creation (Skvarciany; 

Vidžiūnaitė, 2022). However, youth unemployment rates, low prices paid to rural producers, 

forestry and fishing were the factors showing weaknesses to achieve such a goal (Skvarciany; 

Vidžiūnaitė, 2022). Economic complexity and innovation were also indices used to complete 

the analysis of BRICS bloc’s economic performance, since they play fundamental part in the 

analysis of countries’ export capacity. According to Pilatti, Rubbo and Picinin (2021), India 

and Brazil recorded the worst drop in innovation rates between 2011 and 2014, in comparison 

to other BRICS countries. However, India presented projection of economic complexity growth 

up to 2024, whereas Russia recorded the worst economic complexity decrease within this same 

period. Although China remained stagnant in innovation, its economic complexity has 

increased. South Africa kept on rising in both rankings. Thus, it is possible inferring that 

investments in innovation and production capacity are associated with better employment, 

income and QoL conditions. 

 

4. CONCLUSION  

The aim of the current article was to compare economic, labor and QoL indices in G7- and 

BRICS-member countries. It was done to investigate whether there is association between 

higher economic and labor indices, and QoL indices. The approach focused on comparing 

economic, labor and QoL indicators in both BRICS and G7 blocs enabled identifying factors 

influencing the best QoL outcomes. Based on economic data, the USA, China, Japan and 

Germany are the countries accounting for the highest GDP growth. Moreover, South Africa and 

China are the countries presenting the highest purchasing power in the BRICS group, whereas 

the USA and Germany are the countries accounting for the highest purchasing power in the G7 

group.  
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Based on the comparison of both groups, Italy was the country presenting the worst 

performance in all analyzed indices. Nevertheless, its economic and QoL indices were close to 

the ones observed for countries presenting the best performance in the BRICS bloc. Temporal 

analysis enabled seeing that BRICS bloc countries were the ones mostly affected by the 

COVID-19 pandemic; they recorded downward trends in economic and labor indices. The G7 

group performed better in all indices and that it experienced the lowest pandemic impact in the 

2019-2020 period. Thus, it was possible inferring that better economic and labor conditions led 

to better QoL indices in the analyzed countries. Other studies enabled concluding that 

investments in green technology, economic complexity and innovation can help improving both 

the production and labor sectors in BRICS countries. The current study has some limitations. 

Firstly, the non-disclosure of all data about all analyzed countries has led to failure in the 

temporal analysis of some indices. Another limitation lied on the political, territorial and 

economic features differentiating the analyzed countries in the two blocs; these differences were 

not taken into consideration in the composition of the analyzed indices. Thus, the analysis of 

results and comparison of indices to be performed in future studies should take into 

consideration the political, economic and territorial differences among countries, as well as 

their impact on QoL and labor. In addition, we also recommend using multivariate statistics to 

create models and to enable in-depth analyses. 
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ABSTRACT 

This study examines whether gender differences exist in financial identity, which consists of 

four aspects: achieved, foreclosed, moratorium, and diffused. The study uses a sample of over 

250 respondents from Albania and performs the Mann-Whitney test to compare the scores of 

male and female respondents on each aspect of financial identity. The study finds that gender 

differences do exist in one aspect of financial identity, diffused. Specifically, males score higher 

on diffused than females, indicating that they may be more likely to engage in a broad range of 

financial activities and take risks in their financial decision-making. However, for the other 

aspects of financial identity (achieved, foreclosed, and moratorium), no significant gender 

differences were found. These findings have important implications for policymakers, financial 

educators, and financial service providers who may need to consider gender when designing 

and implementing financial education programs or financial products. Understanding the 

differences in financial identity between males and females can help to ensure that financial 

education programs are tailored to the specific needs and preferences of each gender. 

Furthermore, these findings highlight the importance of addressing gender differences in 

financial identity as a means of promoting financial inclusion and economic empowerment. By 

providing tailored financial education and financial products to both males and females, 

financial service providers can help to ensure that everyone has access to the tools and 

resources needed to achieve their financial goals. In conclusion, this study provides valuable 

insights into how gender may shape financial behavior and decision-making, and the 

importance of addressing gender differences in financial identity to promote financial inclusion 

and economic empowerment. The study's findings can inform the development of policies and 

interventions aimed at promoting financial inclusion and economic empowerment for all 

individuals, regardless of their gender. 

Keywords: Gender, Achieved, Foreclosed, Moratorium, Diffused, Mann-Whitney test, Non-

parametric test 

 

1. INTRODUCTION 

Financial identity has been defined as an individual's sense of self in relation to financial 

matters, including their attitudes, beliefs, values, and behaviors with regard to money (Friedline, 

Elliott, & Nam, 2015; Çera and Tuzi, 2019). It is an important concept to understand, as it can 

have a significant impact on an individual's financial well-being and overall quality of life. In 

recent years, researchers have become increasingly interested in the role of gender in shaping 

financial identity. In Albania, like many other countries, gender plays an important role in 

shaping social and economic outcomes. Albania is a patriarchal society, where traditional 

gender roles are still prevalent, particularly in rural areas (World Bank, 2020). Women face a 

number of barriers to financial inclusion, including limited access to credit, property rights, and 
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employment opportunities (World Bank, 2019). These barriers may also contribute to 

differences in financial identity between men and women. Gender differences in financial 

identity have been studied in a number of contexts, with mixed results (Chen and Volpe, 2002; 

Shim et al., 2013; Bannier and Schwarz, 2018; Cupák et al., 2018; Potrich, Vieira and Kirch, 

2018). Some studies have found that men and women differ in their financial attitudes, beliefs, 

and behaviors, while others have found no significant differences (Lusardi & Mitchell, 2011; 

Furnham & Cheng, 2017). However, most studies have been conducted in high-income 

countries, and relatively little research has been done in low- and middle-income countries like 

Albania. In Albania, women face a number of challenges in accessing financial services and 

participating in the formal financial sector. According to a survey conducted by the World 

Bank, only 14% of women in Albania have an account at a formal financial institution, 

compared to 23% of men (World Bank, 2019). Women are also less likely to have access to 

credit, with only 8% of women in Albania reporting that they have borrowed from a financial 

institution in the past year, compared to 12% of men (World Bank, 2019). These gender 

differences in financial inclusion may also contribute to differences in financial identity 

between men and women (Chibba, 2009; Atkinson and Messy, 2013; Bongomin, Mpeera Ntayi 

and C. Munene, 2017; Çera et al., 2021). For example, women who are excluded from the 

formal financial sector may have lower levels of financial literacy and confidence than men, 

which could in turn impact their financial attitudes and behaviors (Friedline, Elliott, & Nam, 

2015). Additionally, women in Albania may be more likely than men to prioritize family 

responsibilities over financial goals, which could also influence their financial identity 

(Akgunduz, Berisha, & Kume, 2018). Despite these potential differences, there is currently a 

lack of research on gender and financial identity in Albania. This study aims to fill this gap by 

examining the relationship between gender and financial identity in Albania. Specifically, we 

will explore whether men and women in Albania differ in their financial attitudes, beliefs, and 

behaviors, and whether these differences can be attributed to gender or other factors, such as 

income, education, and employment status. Gender is an important factor in shaping social and 

economic outcomes in Albania, and may also influence financial identity. Women in Albania 

face a number of barriers to financial inclusion, which could impact their financial attitudes, 

beliefs, and behaviors. However, there is currently a lack of research on gender and financial 

identity in Albania. This study aims to address this gap by examining the relationship between 

gender and financial identity in Albania, and will contribute to our understanding of how gender 

shapes financial outcomes in low- and middle-income countries. The aim of this study is to 

investigate whether gender differences exist in financial identity among adults in Albania. 

Specifically, we aim to identify any differences in financial attitudes, beliefs, and behaviors 

between men and women in Albania, and explore the underlying factors that may contribute to 

these differences, such as income, education, and employment status. By understanding the 

relationship between gender and financial identity in Albania, we hope to provide insights that 

can inform policies and interventions aimed at promoting financial inclusion and improving 

financial well-being in the country. 

 

2. LITERATURE REVIEW 

Financial identity is an individual's sense of self in relation to financial matters, including their 

attitudes, beliefs, values, and behaviors with regard to money (Friedline, Elliott, & Nam, 2015). 

Identity formation is a complex process that involves the negotiation of individual, social, and 

cultural factors. According to Erikson's theory of psychosocial development, individuals go 

through different stages of identity development throughout their lives (Erikson, 1968). These 

stages include achievement, foreclosure, moratorium, and diffusion. Financial identity is 

influenced by a number of factors, including socioeconomic status, culture, and gender. 
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Gender is a socially constructed concept that refers to the roles, behaviors, and expectations 

associated with being male or female in a particular society (Connell, 2012). Gender differences 

in financial attitudes, beliefs, and behaviors have been studied in a number of contexts, with 

mixed results. Some studies have found that men and women differ in their financial identity, 

while others have found no significant differences. In this section, we will review the literature 

on financial identity and gender, focusing on the four identity statuses proposed by Marcia 

(1966): achievement, foreclosure, moratorium, and diffusion. 

 

Achievement: Achievement is the identity status that reflects a high level of exploration and 

commitment in a particular area of life (Marcia, 1966). In the context of financial identity, 

individuals who have achieved a strong sense of financial identity have a clear understanding 

of their financial goals and priorities, and are able to make informed financial decisions. Several 

studies have found that men are more likely than women to have achieved a strong sense of 

financial identity (Lusardi & Mitchell, 2011; Furnham & Cheng, 2017). For example, Lusardi 

and Mitchell (2011) found that men in the United States were more likely than women to report 

feeling confident about their financial knowledge and skills. 

 

Foreclosure: Foreclosure is the identity status that reflects a high level of commitment to a 

particular identity without having explored other options (Marcia, 1966). In the context of 

financial identity, individuals who are in foreclosure may have adopted financial attitudes and 

behaviors without fully considering their options or reflecting on their goals and priorities. Few 

studies have examined the relationship between gender and foreclosure in the context of 

financial identity. However, research on gender and financial decision-making suggests that 

women may be more likely than men to adopt financial behaviors based on social norms and 

expectations, rather than their own preferences and goals (Dwyer, 2016). 

 

Moratorium: Moratorium is the identity status that reflects a high level of exploration without 

having made a commitment to a particular identity (Marcia, 1966). In the context of financial 

identity, individuals who are in moratorium may be actively seeking information and 

experimenting with different financial attitudes and behaviors. Research on gender and 

financial identity suggests that women may be more likely than men to be in moratorium 

(Furnham & Cheng, 2017). For example, Furnham and Cheng (2017) found that women in the 

United Kingdom were more likely than men to report feeling uncertain about their financial 

goals and priorities. 

 

Diffusion: Diffusion is the identity status that reflects a low level of exploration and 

commitment in a particular area of life (Marcia, 1966). In the context of financial identity, 

individuals who are in diffusion may lack clear financial goals or a sense of direction in their 

financial decision-making. Few studies have examined the relationship between gender and 

diffusion in the context of financial identity. However, research on gender and financial literacy 

suggests that women may be more likely than men to lack basic financial knowledge and skills, 

which could contribute to a sense of diffusion (Lusardi & Mitchell, 2011). 

 

Overall, the literature on financial identity and gender suggests that there may be gender 

differences in financial attitudes, beliefs, and behaviors, although the nature and extent of these 

differences may vary across cultures and contexts. Several factors may contribute to these 

differences, including social norms and expectations, access to resources, and cultural beliefs 

about gender roles and financial decision-making. For example, in some cultures, men may be 

expected to take on the role of financial provider for the family, which could lead to a greater 

sense of financial responsibility and achievement, while women may be expected to prioritize 
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other areas of life, such as caregiving and family responsibilities, which could contribute to a 

sense of diffusion or foreclosure in their financial decision-making. Based on the literature 

reviewed above, we hypothesize that there may be gender differences in financial identity 

among adults in Albania. Specifically, we expect that men in Albania will report higher levels 

of financial achievement than women, while women will be more likely than men to be in a 

state of moratorium or diffusion with regard to their financial decision-making. We also expect 

that these gender differences will be influenced by a number of factors, including income, 

education, and employment status. By exploring the relationship between gender and financial 

identity in Albania, we hope to contribute to a better understanding of the complex factors that 

shape individuals' financial attitudes, beliefs, and behaviors, and to inform policies and 

interventions aimed at promoting financial inclusion and improving financial well-being in the 

country. 

 

3. RESEARCH METHODOLOGY 

A questionnaire is developed based on the literature to collect primary data for individuals 

living in Albania. The final sample size consists of 273 valid responses. The analysis is based 

on this sample size. Financial identity is measured by 11 statements as proposed by Bennion et 

al. (1986), which are grouped into four sub-constructs: Achieved, Foreclosed, Moratorium, and 

Diffused. Each statement has five options as answers, varying from [1] strongly disagree to [5] 

strongly agree. The gender of the individuals is measured with a dichotomous variable, where 

0 stands for female and 1 for male. 

 
Items Female Male Total 

achieved1 3.51 3.58 3.53 

achieved2 3.32 3.41 3.34 

achieved3 3.16 3.47 3.24 

moratorium1 3.01 2.95 3.00 

moratorium2 2.63 2.82 2.68 

foreclosed1 3.07 3.07 3.07 

foreclosed2 2.39 2.47 2.41 

foreclosed3 1.91 2.26 2.00 

diffused1 2.43 2.51 2.45 

diffused2 2.27 2.48 2.32 

diffused3 2.15 2.79 2.32 

Table 1: Mean of each item by gender.  

(Source: Own research) 

 

Principal component analysis with Varimax rotation was employed to reduce the number of 

factors dealing with financial identity (Fabrigar and Wegener, 2011). The output of the analysis 

is shown in Table 2. Factors with eigenvalues higher than one were kept. The Kaiser-Meyer-

Olkin value and Barlett’s test indicated the appropriateness of the factor analysis (Hair et al., 

2010). Three factors emerged from the factor analysis, explaining 69.982% of the variance in 

the sample, namely, ‘achieved’, ‘moratorium’, ‘foreclosed’, and ‘diffused’. The factor loadings 

were above Stevens’s (2015) benchmarks (.40), indicating evidence of constructs convergent 

validity.  

 

 

 

Table following on the next page 
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Items 
Component 

1 2 3 4 

achieved1 .794    

achieved2 .896    

achieved3 .801    

foreclosed1  .670   

foreclosed2  .818   

foreclosed3  .791   

diffused1   .766  

diffused2   .798  

diffused3   .567  

moratorium1    .838 

moratorium2    .865 

Eigenvalues 2.328 1.907 1.787 1.676 

Explained variance (total = 69.982%) 21.165 17.336 16.244 15.238 

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser 

Normalization. Rotation converged in 6 iterations. 

Table 2: Rotated component matrix.  

(Source: Own research) 

 

To test for differences between females and males on four aspects of financial identity, Mann-

Whitney U test were used. The assumptions of applying t-test were not met, which imply the 

use of the Mann-Whitney U test. One of the assumptions of t-test deals with the fact that the 

variable should be normally distributed. All four items of CSR were not normally distributed 

(see Table 3). The latter test offer the opportunity to compare the scores a continuous variable 

for three or more groups. First, the scores are transformed into ranks, second, the mean rank of 

each group is compared (Gravetter and Wallnau, 2017). 

 

Variable 

Kolmogorov-Smirnova Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

Achieved .054 273 .049 .984 273 .003 

Foreclosed .071 273 .002 .985 273 .006 

Diffused .042 273 .200* .987 273 .017 

Moratorium .046 273 .200* .985 273 .005 

*. This is a lower bound of the true significance. 

a. Lilliefors Significance Correction 

Table 3: Tests of normality.  

(Source: Own research) 

 

Mann-Whitney U test analysis the difference only between two groups. U statistic formula 

incorporates the number of the subject per each category and the sum of the ranks (R) for 

individuals in the respective sample, and between the following calculations, the lowest one 

represents the Mann-Whitney U value. 
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The Mann-Whitney U can be standardised using the following formula:  
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The three tests explained above are nonparametric methods (Hollander, Wolfe and Chicken, 

2013). 

 

4. RESULTS 

To test whether it is a difference between the future business climate levels or not, Mann-

Whitney U test was performed (refer to Table 5 and 6). Before reporting the result of the non-

parametric test, in Table 5 are summarized the mean rank and sum of ranks for each aspect of 

financial identity by gender (female vs male). One can notice that males reflected higher mean 

rank than females for all aspects of financial identity. Moreover, it is clear that the female’s 

sum of ranks is higher than the male’s one for all financial identity aspects. Mann-Whitney U 

test will provide statistical evidence whether the difference in Achieved, Foreclosed, Diffused, 

and Moratorium between females and males are present or not. 

 
Variable Gender N Mean Rank Sum of Ranks 

Achieved Female 200 135.15 27029.00 

Male 73 142.08 10372.00 

Total 273   

Foreclosed Female 200 134.59 26918.00 

Male 73 143.60 10483.00 

Total 273   

Diffused Female 200 129.81 25961.00 

Male 73 156.71 11440.00 

Total 273   

Moratorium Female 200 135.76 27151.00 

Male 73 140.41 10250.00 

Total 273   

Table 5: Ranks.  

(Source: Own research) 

 

The results of the Mann-Whitney U test are summarized in Table 6. It revealed that, diffused 

(aspect of financial identity) was statistically significant different between females and males 

(U = 5861, z = –2.492, p = 0.013). A close look at their mean ranks leads to the clarification of 

the different direction. Male-individuals scored higher in diffused (aspect of financial identity) 

than female counterparts. Therefore, the analysis shows that gender does matter for the diffused 

aspect of financial identity. On the other hand, the other aspects of financial identity are found 

to reflect no significant difference between males and females. Therefore, one can conclude 

that, in these cases, gender does not matter. 

 
 Achieved Foreclosed Diffused Moratorium 

Mann-Whitney U 6929.000 6818.000 5861.000 7051.000 

Wilcoxon W 27029.000 26918.000 25961.000 27151.000 

Z -.643 -.835 -2.492 -.431 

Asymp. Sig. (2-tailed) .521 .404 .013 .666 

Grouping Variable: Gender 

Table 5: Mann-Whitney test statistics.  

(Source: Own research) 
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5. CONCLUSION 

In conclusion, this study aimed to investigate whether gender differences exist in financial 

identity and to what extent they impact financial behavior and decision-making (Çera, Khan, 

Belas, et al., 2020; Çera, Khan, Mlouk, et al., 2020). The study found that gender differences 

do exist in one aspect of financial identity, diffused, where males scored higher than females. 

However, for the other aspects of financial identity (achieved, foreclosed, and moratorium), no 

significant gender differences were found. These findings provide important insights into the 

impact of gender on financial behavior and decision-making, highlighting the need to consider 

gender when designing and implementing financial education programs or financial products. 

Policymakers, financial educators, and financial service providers must take into account the 

differences in financial identity between males and females when developing financial literacy 

programs, tools, and resources. These findings have important implications for promoting 

financial inclusion and economic empowerment. The finding that males score higher on 

diffused than females suggests that males may be more likely to engage in a broad range of 

financial activities and take risks in their financial decision-making. However, the study's 

results also show that gender does not significantly impact other aspects of financial identity, 

such as achieved, foreclosed, and moratorium. This finding highlights the importance of 

considering the complexity of financial identity and the need for nuanced and targeted 

interventions to address the unique needs of each gender. Furthermore, the study's findings also 

emphasize the importance of addressing gender differences in financial identity as a means of 

promoting financial inclusion and economic empowerment. By providing tailored financial 

education and financial products to both males and females, financial service providers can help 

to ensure that everyone has access to the tools and resources needed to achieve their financial 

goals. This is particularly important given that access to financial services is still a significant 

challenge in many parts of the world, with gender being a significant factor in financial 

exclusion. Addressing the gender differences in financial identity is an essential step towards 

promoting financial inclusion, and this requires a multi-stakeholder approach. Governments, 

policymakers, financial educators, and financial service providers must work together to 

develop gender-sensitive strategies that ensure equal access to financial products and services 

for all. Such strategies should aim to address the underlying structural barriers that prevent 

women from accessing financial services and promote financial literacy among women. 

However, this study has several limitations that must be acknowledged. First, the study was 

conducted in Albania and may not be generalizable to other countries or regions. Second, the 

study relied on self-reported data, which may be subject to social desirability bias. Finally, the 

study only examined the impact of gender on financial identity and did not consider other 

potential factors that may influence financial behavior and outcomes. Further research is needed 

to investigate the intersectionality of gender with other factors such as income, education, and 

social status to gain a more comprehensive understanding of financial behavior and decision-

making. Despite these limitations, this study makes an important contribution to the literature 

on gender and financial identity. The findings provide insights into how gender may shape 

financial behavior and decision-making and highlight the importance of addressing gender 

differences in financial identity to promote financial inclusion and economic empowerment. 

This study has important implications for policymakers, financial educators, and financial 

service providers who must consider gender when developing financial education programs and 

financial products that meet the needs and preferences of each gender. In conclusion, this study 

highlights the importance of addressing gender differences in financial identity to promote 

financial inclusion and economic empowerment. Financial service providers must work 

towards developing gender-sensitive strategies that ensure equal access to financial products 

and services for all. Such strategies should aim to address the underlying structural barriers that 

prevent women from accessing financial services and promote financial literacy among women. 
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Policymakers and financial educators must also consider the gender differences in financial 

identity when developing financial education programs and tools. Further research is needed to 

investigate the intersectionality of gender with other factors such as income, education, and 

social status to gain a more comprehensive understanding of financial behavior and decision-

making. By doing so, we can develop more effective policies and interventions that promote 

financial inclusion and economic empowerment, and ultimately contribute to reducing poverty 

and inequality. 
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ABSTRACT 

Workers' relationships with co-workers and supervisors at work are heterogeneous. Behavior, 

composed of attitudes, opinions, and value systems, is deeply rooted both in individuals and in 

the work organization itself. Organizational Citizenship Behavior (OCB) encompasses actions 

that employees perform outside the formal requirements of the workplace. It is critical to get a 

sense, from the employer's perspective as well as the employee's, of how and in what ways 

organizational citizenship behavior impacts the overall well-being of the organization and its 

employees. The main purpose of this paper is to expand the understanding of organizational 

citizenship behavior through a literature review and conducted research. It also highlights 

some descriptive facts about employee preferences in the workplace in the form of 

organizational citizenship behavior. The aim of the paper is to study organizational citizenship 

behavior and analyze the differences in organizational citizenship behavior with respect to 

different characteristics of employees (respondents). In organizations, it is important that all 

employees (stakeholders) support each other to achieve organizational goals. organizational 

citizenship behavior plays a multifaceted role in an organization and manifests itself in creating 

a productive, efficient, and successful organization. It is important to emphasize that 

organizations must adapt their approach to human resource management without neglecting 

the importance of organizational citizenship behavior. 

Keywords: organizational citizenship behavior, organization, employees 

 

1. INTRODUCTION 

In order for organizations to maintain competitive advantages, it is crucial to align management 

processes with their specific needs and to be flexible in adapting to changes in the business 

environment. A key role is also played by the organization's human resources management 

department, which should guide and direct employees, and propose solutions for any problems 

that may arise that will directly or indirectly affect relations between employees. However, the 

approach applied by organizations is not universal and cannot be equally applied to all 

organizations, as it depends on the different characteristics and specifics of each individual 

organization. The relationships of employees towards work colleagues and superiors are 

different, and it is organizational citizenship behavior that can be crucial for the success of the 

organization. The focus of the paper is on the analysis of organizational citizenship behavior of 

employees and the importance of their contribution to the success of the organization. The aim 

of this paper is to analyze the prevalence and perception of personal organizational citizenship 

behavior among employees, with special reference to the demographic characteristics of the 

respondents. The results of this research can indicate to the organization the importance of 

organizational citizenship behavior within the organization, and highlight the need to conduct 

an analysis of organizational citizenship behavior in order to create a better insight into this 

topic. This paper follows the standard structure of a research paper. The introduction 

emphasizes the aim of the paper, while chapter 2 provides an overview of the theoretical basis 

and previous research related to the research topic.  
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Chapter 3 describes the used methodology and data analysis, including the presentation of the 

results obtained from the research. Finally, in chapter 4, conclusions are drawn, limitations of 

the research are stated, and recommendations for future research are given. 

 

2. THEORETICAL BACKGROUND AND PREVIOUS RESEARCH 

Since the beginning of the eighties of the 20th century, the literature has been strongly 

concerned with organizational citizenship behavior (OCB), not only the nature of OCB has 

been studied, but also its dimensions and the causes that encourage it (Grego-Planer, 2019). 

Organizational citizenship behavior is firmly rooted in the field of organizational behavior and 

industrial-organizational psychology, given the large number of articles published over the past 

25 years (N. P. Podsakoff et al., 2009). Recently, concepts such as organizational citizenship 

behavior (OCB), organizational culture, climate in the organization and trust in it have received 

a lot of attention when it comes to the maximum success of organizations and individuals 

(Sahin, 2013). If the question arises, what motivates and influences the behavior of employees 

in the organization? Olowookere & Adejuwon state that often when employees receive good 

service from an organization, they feel a duty to reciprocate and therefore engage in what is 

called organizational citizenship behavior, these employees become loyal to the organization 

and voluntarily express their commitment (Olowookere & Adejuwon, 2015). Organ defines 

organizational citizenship behavior as “individual behavior that is discretionary, not directly or 

explicitly recognized by the formal reward system, and that in the aggregate promotes the 

effective functioning of the organization. By discretionary, we mean that the behavior is not an 

enforceable requirement of the role or the job description, that is, the clearly specifiable terms 

of the person’s employment contract with the organization; the behavior is rather a matter of 

personal choice, such that its omission is not generally understood as punishable.” (Organ 1988, 

4). The willingness of the participants to invest their own additional effort, which is not part of 

their formal duties, is considered an important component of the work of individuals in the 

organization. (Sahin, 2013). Examples of organizational citizenship behavior include helping 

colleagues with tasks, accepting and following orders without objection, facing challenges at 

work, maintaining an orderly workplace, providing constructive feedback for business 

improvement, creating a supportive work environment, and ensuring the safety and security of 

the organization (Verghese, 2020). Robbins & Judge(Robbins & Judge, 2009) explain 

organizational citizenship behavior as a dependent variable of organizational behavior 

emphasizing that employees who will strive beyond their standard work duties, show actions 

that are beyond the usual expectation of superiors to make organizations successful. The authors 

also emphasize that organizations need employees who will demonstrate an enviable level of 

organizational citizenship behavior, such as providing help to colleagues, voluntarily accepting 

additional tasks, avoiding conflicts, following regulations and guidelines, and politely enduring 

work-related disturbances. Organizational citizenship behavior (OCB), which includes 

employees' discretionary efforts to exceed the boundaries of their formal duties, is a key factor 

in achieving organizational success (Marinova et al., 2019). Oregan 1988 identified five main 

dimensions or types of organizational citizenship behavior that were later defined by Podsakoff 

and colleagues (P. M. Podsakoff et al., 1990): 

• Altruism - refers to behaviors that are discrete but aimed at helping another person facing 

an important organizational task or problem. 

• Conscientiousness – refers to the discretionary behavior of employees that goes beyond the 

minimum requirements to perform their role in the organization, especially in areas such as 

regular attendance at work, compliance with rules and regulations, and taking breaks. 

• Sportsmanship - refers to the employee's willingness to endure circumstances that are not 

ideal without complaining. 
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• Courtesy – refers to the individual's discretionary behavior with the aim of preventing 

possible problems in working with others. 

• Civic virtue refers to individual behavior that indicates responsible participation, 

involvement, or concern for the welfare of society. 

 

Lepine et al. (Lepine et al., 2002)*** discuss which operationalization of OCB is most 

appropriate, given the different approaches that have produced important findings. This 

question is not only important for the measurement of OCB, but also for the interpretation of 

research results. For example, is it possible to draw conclusions about OCB based on only one 

or two dimensions (eg, altruism or sportsmanship) or what kinds of conclusions can be drawn 

when the dimensions have different relationships with predictors or outcomes. However, the 

authors emphasize that Organ's five-component model of civic behavior is one of the most 

recognized and influential taxonomies in the literature (Lepine et al., 2002). Penezić et al 

(Penezić et al., 2013) conducted a research aimed at examining organizational citizenship 

behavior in the Croatian context using a survey. The results showed the existence of five 

dimensions of the construct: altruism, conscientiousness, civic virtues, civility and fair 

behavior. Also, differences in these dimensions were determined with regard to the 

sociodemographic characteristics of the respondents, and they emphasize that only the 

dimension of altruism is completely outside the work role of the employee. Williams and 

Anderson, as stated in the paper Promoting individual and organizational ocbs: The mediating 

role of work engagement (Urbini et al., 2020) distinguished Organizational Citizenship 

Behavior (OCB) according to the goal to which it is directed. They proposed a model that 

separates OCBs into two types: OCBs toward individuals (OCBs-I), which involves behaviors 

that benefit other members of the organization, such as volunteering to help colleagues at work, 

and OCBs toward the organization (OCBs-O), which it includes behaviors that benefit the 

organization, such as praising the organization to strangers. Organizational researchers have 

conducted a large number of empirical studies with the aim of understanding the motives and 

organizational practices that lead to organizational citizenship behavior (Michel, 2017). If the 

assumption that OCBs have a positive contribution to organizational performance is accepted, 

it would be useful to identify the factors that encourage these behaviors in organizational 

settings (N. P. Podsakoff et al., 2009). In order for organizations to achieve success, they need 

the support of employees through organizational citizenship behavior. Factors that promote 

OCB were highlighted in research conducted by Bolin and Turnley in 2003, as seen in the work 

Organizational Citizenship Behaviors - Antecedents, Outcomes & Paradoxes (Verghese, 2020) 

listed job satisfaction, supportive and transformational leadership, job involvement, job interest, 

organizational support, trust, organizational justice, psychological contract fulfillment and 

employee characteristics. Gaa as stated in the paper  Organizational Citizenship Behavior and 

Impacts on Knowledge Sharing: An Empirical Study (Al-Zu’bi, 2011) state that individuals 

who are motivated by the achievement of a shared vision without expectation of personal gain 

often contribute to the achievement of workplace goals that go beyond the scope of their role. 

Followers do this because it gives them satisfaction when they contribute to the goal, which in 

turn increases their sense of personal worth. They also state that this type of motivation and 

contribution can contribute to achieving the organization's goals and improving the work 

environment for everyone involved. The role of organizational citizenship behavior in the 

organization is multifaceted by Podsakoff and others (N. P. Podsakoff et al., 2009) aimed to 

summarize existing research on the relationship between organizational citizenship behavior 

(OCB) and individual and organizational outcomes. An analysis of 168 independent samples 

showed that there is a positive relationship between OCB and various individual outcomes, 

such as managerial ratings of employee performance and reductions in turnover and 

absenteeism.  
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It has also been found that there is a positive relationship between OCB and organizational 

outcomes, such as increased productivity and customer satisfaction. Longitudinal studies have 

shown a stronger relationship between OCB and unit-level performance measures than cross-

sectional studies, suggesting a causal relationship between OCB and these criteria. Podsakoff 

et al. (P. M. Podsakoff et al., 1997) conducted a study of how OCB affects work group or 

organizational performance in a sample of 218 employees in 40 machine crews at a paper mill 

in the Northeastern United States that found that helping behavior and sportsmanship improved 

performance quantity, while civic virtue had no effect on either. performance measures. 

Therefore, they conclude that organizational citizenship behavior has the potential to improve 

the effectiveness of work groups and organizations, but emphasize that further research is 

needed to determine its true value. It is necessary to emphasize the connection between the 

mediation mechanism of OCB and the influence of other variables on OCB. Farid and others 

(Farid et al., 2020)  investigate the relationship between authentic leadership and organizational 

citizenship behavior (OCB) in the private banking sector. Through research, they found that 

authentic leadership positively affects OCB, as well as leading to higher levels of follower trust 

based on affective and cognitive abilities. You also found that affective and cognitive trust 

positively mediate the relationship between authentic leadership and OCB. Work by Tian et al 

(Tian et al., 2021) improve understanding of the mediating mechanism between workplace 

loneliness, gender, work engagement and organizational citizenship behavior (OCB). 

According to the results, work engagement mediates the negative effect of loneliness on OCB, 

especially for female employees. These findings highlight the importance of encouraging work 

engagement among female employees to reduce workplace loneliness and encourage 

organizational citizenship behavior. In accordance with the above, it can be concluded that there 

are numerous studies that investigate the factors that encourage organizational citizenship 

behavior and research that confirms the existence of a connection with independent variables 

of organizational behavior, as well as emphasizing the importance and significance of 

organizational citizenship behavior for the organization itself. 

 

3. RESEARCH METHODOLOGY AND RESULTS 

Quantitative methodology was used in this research with the application of a structured 

questionnaire. Primary data were collected using a simple random sampling method using a 

questionnaire filled out by the respondents themselves, and were then analyzed. For the 

purposes of this work, two parts of the questionnaire are used. The first part included 

demographic questions, such as gender, age of the respondent, level of education, work status, 

number of employees in the organization, form of ownership of the organization, level of the 

workplace in the organization, as well as the representation of certain forms of work in the 

workplace of the respondent. The second part of the questionnaire contained questions about 

organizational citizenship behavior. The Fox and Spector scale was used to measure 

organizational citizenship behavior(Spector et al., 2006, Grego-Planer, 2019) and 

organizational citizenship behavior checklist. The scale consists of 20 items that describe 

activities useful for associates and the organization and is used to assess the general level of 

organizational citizenship behavior (OCB) in employees (Spector et al., 2006). A Likert scale 

of frequency was used, whereby respondents rated how often they undertake the above-

mentioned activities at their current job. They evaluated in five points, where 1 means never, 2 

- once or twice, 3 - once or twice a month, 4 - once or twice a week, and 5 - every day. 39.7% 

of men and 60.3% of women of all age groups participated in the research. The most represented 

age group among respondents are people aged 36 to 45, with a share of 28.2%. They are 

followed by persons aged 46 to 55 with a share of 22.9%, while persons aged 18 to 25 are 

represented with a share of 21.4%. People between the ages of 26 and 35 make up 17.6% of 

respondents, while the least represented age group is over 56, with a share of 9.9%.  
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Regarding the educational level, the largest number of respondents has a secondary vocational 

education (41.2%), while 29.8% of respondents have a higher education. The share of 

respondents with higher professional education is 13.7%, while 9.2% of respondents have 

completed a master's degree, and 3.1% a doctorate. Most respondents (94.7%) work full-time, 

while only 5.3% work part-time. Regarding the size of the organizations in which they work, 

the largest share of respondents (51.9%) works in organizations with 50 to 250 employees, 

while organizations with up to 50 employees employ 48.1% of respondents. When it comes to 

the level of the workplace, the majority of respondents (72.5%) work in the position of 

operational employees, while 27.5% of respondents work at the level of middle management. 

The data visible from Chart 1 provide information on how often research participants undertook 

certain activities at their current workplace, which also represent organizational citizenship 

behavior. The scale used has five points, from 1 (never) to 5 (every day), and the participants 

had to choose the number that best corresponds to the frequency with which they undertook a 

certain activity. Based on the obtained data, it can be noted that the most frequently undertaken 

activities were sympathetically listening to work colleagues who had personal or business 

problems (4.02), helping colleagues with too much work (3.84) and helping to learn new skills 

or sharing knowledge about work (3.87). The activities that respondents undertook least 

frequently included volunteering for additional work tasks (2.63) and changing the schedule of 

holidays, working days or shifts to meet the needs of co-workers (2.90). The overall average 

for all activities included in this analysis is 3.49, which means that employees on average rate 

themselves at 3 (once or twice a month) to 4 (once or twice a week) for most of the listed 

activities. Overall, these data suggest that employees have a high level of engagement 

(organizational citizenship behavior) in performing certain workplace activities, but there is 

also room for improvement in some areas, such as volunteering for additional work tasks or 

changing schedules to meet the needs of co-workers. 
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Chart 1: Frequency of application of activities (organizational citizenship behavior) at the 

workplace (mean values) 

(Source: author) 

 

For the purposes of this work, an analysis of variance (ANOVA) was conducted for each 

variable in which the respondents rate how often they apply the activities that characterize 

organizational citizenship behavior in the workplace. Differences according to demographic 

characteristics were analyzed for each activity. In the continuation of the work on tables 1-4 I 

can see statistically significant differences between individual activities of organizational 

citizenship behavior and demographic characteristics. Those activities where differences were 

shown according to demographic characteristics (age groups, work status, most completed 

training of respondents and number of employees in the organization) were singled out. 

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Defended a co-worker who was being ‘put-down’ or 
spoken ill of by other co-workers or supervisor.

Went out of the way to give co-worker encouragement
or express appreciation

Volunteered to help a co-worker deal with a di_cult
customer, vendor, or co-worker

Offered suggestions to improve how work is done

Offered suggestions for improving the work
environment

Gave up meal and other breaks to complete work

Helped a co-worker who had too much to do

Helped a less capable co-worker lift a heavy box or other
object

Helped new employees get oriented to the job

Helped co-worker learn new skills or shared job
knowledge.

Picked up meal for others at work

Took phone messages for absent or busy co-worker

Changed vacation schedule, work days, or shifts to 
accommodate co-worker’s needs.

Said good things about your employer in front of others

Lent a compassionate ear when someone had a personal
problem

Lent a compassionate ear when someone had a work
problem

Decorated, straightened up, or otherwise beautified
common work space

Took time to advise, coach, or mentor a co-worker

Volunteered for extra work assignments

Finished something for co-worker who had to leave early
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AGE STRUCTURE 
Sum of         

Squares 
df 

Mean     

Square 
F Sig. 

Volunteered for additional work 

tasks 

Between 

Groups 
22,759 4 5,690 2,942 ,023 

Within 

Groups 
243,653 126 1,934     

    

Received phone messages for an 

absent or busy associate 

Between 

Groups 
21,843 4 5,461 2,589 ,040 

Within 

Groups 
265,806 126 2,110     

    

They volunteered to help a 

colleague with a difficult 

customer, supplier or co-worker 

Between 

Groups 
16,364 4 4,091 2,463 ,049 

Within 

Groups 
209,300 126 1,661     

         

Defended a work colleague who 

was "humiliated" or bad-

mouthed by other co-workers or 

superiors 

Between 

Groups 
19,780 4 4,945 3,371 ,012 

Within 

Groups 
184,815 126 1,467     

         

Table 1: Comparison of activities of organizational citizenship behavior according to the age 

structure of employees  

(Source: author) 

 

According to the data in Table 1, it can be concluded that there is a statistically significant 

difference in the participation of respondents of different age groups in workplace activities, 

taking phone messages for an absent or busy co-worker, and defending a co-worker who was 

"humiliated" or treated badly by other co-workers or superiors. talked about him also in a 

situation when it was necessary to voluntarily help a colleague with a difficult customer with 

other activities (variables). These results indicate that there is a difference in proactive 

workplace behavior between different age groups. Further research is needed to identify other 

factors that influence proactive behavior in the workplace. In accordance with the above, the 

activity in which the statistically significant difference is the most pronounced was singled out. 

This activity refers to the frequency of defending a colleague at work, who was humiliated or 

spoken badly about by other colleagues or superiors, in relation to the age of the respondent. 

The results show a statistically significant difference (F = 3.37, p = 0.012), where older 

employees (aged 46 to 67) defended a colleague significantly more often (30.5% daily) 

compared to younger employees (aged 18 to 25 years, 6.1% daily).However, it should be noted 

that this analysis does not take into account other factors that could influence these differences, 

such as work experience, work environment and social culture in which different age groups 

find themselves. 

 
Take the time to advise, teach or mentor a co-worker 

 N % never once or 

twice 

once or 

twice a 

month 

once or 

twice a 

week 

every 

day 

df F Sig. 

Work status 131 100 9,9 13 23,7 26,7 26,7 1 5,040 ,026 

Employed full time 124 94,7 8,9 12,1 23,4 28,2 27,4    

Employed part time 7 5,3 28,6 28,6 28,5 0 14,3    

Table 2: Comparison of activities of organizational citizenship behavior according to the 

work status of employees  

(Source: author) 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

170 

In this case, according to Table 2, there is a statistically significant difference between the 

groups at the significance level of 0.05 (p < 0.05). This means that there is a difference in how 

often employees of different job statuses take time to advise, teach or mentor co-workers. In 

addition, the results show that there is a difference in frequency between full-time and part-time 

employees (F= 5.040, p = 0.026). This suggests that full-time employees are more likely than 

part-time employees to take time to advise, teach, or mentor co-workers. 

 
 

EDUCATION 
Sum of         

Squares 
            df 

   Mean 

Square 
         F       Sig. 

Help a less able colleague to 

lift a heavy box or other object 

Between 

Groups 
30,452 5 6,090 3,875 ,003 

Within 

Groups 
196,464 125 1,572     

    

Do your best to encourage a 

co-worker or express gratitude 

Between 

Groups 
20,360 5 4,072 3,125 ,011 

Within 

Groups 
162,861 125 1,303     

         

Table 3: Comparison of organizational citizenship behavior activities according to employee 

training  

(Source: author) 

For the first independent variable (helping a less able colleague), the results show that there is 

a significant difference between the groups (p < 0.01). This means that there is a statistically 

significant difference in how often respondents with different levels of education help a less 

able co-worker to lift a heavy object. The results show that respondents with higher levels of 

education are less inclined to help coworkers every day, while respondents with lower levels of 

education are more willing to help coworkers. For the second independent variable (coworker 

encouragement), the results also show a significant difference between the groups (p < 0.05). 

This means that there is a statistically significant difference in how often respondents with 

different levels of education encourage a colleague or express gratitude. The results indicate 

that respondents with higher levels of education are less inclined to do their best, while 

respondents with lower levels of education are more likely to do their best to encourage a 

colleague or express gratitude. 

 
You said good things about your employer in front of others 

 N % never once or 

twice 

once or 

twice a 

month 

once or 

twice a 

week 

every 

day 

df F Sig. 

Number of employees 

in the organization 

131 100 4,6 12,2 29 24,4 29,8 1 4,917 ,028 

up to 50 employees 63 48,1 3,2 7,9 28,6 20,6 39,7    

50-250 employees 68 51,9 5,9 16,2 29,4 27,9 20,6    

Table 4: Comparison of organizational citizenship behavior activities according to the size of 

the organization 

(Source: author) 

 

According to Table 4, there is a statistically significant difference between the groups at the 

significance level of 0.05 (p < 0.05). Which means that there is a difference in how often 

employees of different organizations say positive things about their employer in front of others. 

In addition, the results show that there is a difference in frequency between organizations with 

less than 50 employees and organizations with 50-250 employees (F= 4.917, p = 0.028).  
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This suggests that employees in smaller organizations (up to 50 employees) are more likely to 

say positive things about their employer in front of others than employees in organizations with 

50-250 employees. 

 

4. CONCLUSION 

Organizational citizenship behavior of employees plays a key role in organizational success and 

employee relations. Identification and analysis of organizational citizenship behavior can 

provide better insight into employees' personal perception of organizational citizenship 

behavior and help organizations create a more productive and efficient work environment. The 

conducted research collected data on the organizational citizenship behavior of employees at 

the workplace. The average score for all activities that describe the above behavior was 3.49. 

The above data suggest a high level of perception of personal organizational citizenship 

behavior of employees in the execution of certain activities at the workplace. However, an area 

for improvement was identified, such as greater employee engagement in volunteering for 

additional work assignments or adjusting schedules to accommodate co-workers' needs. 

Statistically significant differences were also observed between certain demographic 

characteristics of employees and certain activities of organizational citizenship behavior. Such 

an analysis provides important insights into the organizational citizenship behavior of 

employees in the workplace and their personal perception of the same. Emphasis should be 

placed on areas where there is room for improvement, which also allows employers to focus 

their efforts on areas that require greater attention and adaptation. In short, this kind of analysis 

provides a scientific basis for changes in organizational citizenship behavior of employees, 

which can have a positive effect on business efficiency and productivity. According to Williams 

and Anderson, as stated in the paper "Promoting individual and organizational ocbs: The 

mediating role of work engagement" (Urbini et al., 2020),  as already stated in the literature 

review, they separate organizational citizenship behavior into two types: OCB towards 

individuals (OCBs-I) and OCB towards the organization (OCBs-O). If we want to explain the 

results of the conducted research according to the mentioned demarcation, it can be concluded 

that the findings of the conducted research indicate that employees of smaller organizations 

more often perform OCBs towards organizations (OCBs-O) compared to those in larger 

organizations. On the other hand, OCB activities towards individuals (OCBs-I) are more often 

performed as a whole. The overall level of employee engagement in performing OCB activities 

was high, but there are differences in the frequency of performing activities depending on the 

type of OCB and the size of the organization. From the aforementioned data analysis, it follows 

that there is a statistically significant difference in the behavior of employees at the workplace 

in relation to age, work status and level of education. However, it is necessary to conduct further 

research in order to determine other factors that can influence these differences, which should 

serve as a shortcoming of the conducted research and at the same time as a recommendation for 

future research. 
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ABSTRACT 

NGOs, including trade unions, play a significant role in the functioning of every democratic 

country. At the start of this century, NGOs became organisations that engage in social, 

political, environmental and economic processes at the national and international levels in 

order to represent the interests of various groups of society. In order for trade unions to adapt 

to today's changing environment and develop their organisational capacity, they should focus 

on developing strategic management. The significance and scientific importance of this study 

is based on the fact that there has been little research on European and Latvian trade union 

management, particularly with regard to strategic management and the application of the 

balanced scorecard in trade unions. This article presents a review and analysis of  theoretical 

guidelines for applying the balanced scorecard in  non-governmental organisations, including 

trade unions. The aim of the research is to provide a theoretical justification for the use of the 

balanced scorecard in non-governmental organisations and to develop a balanced scorecard 

model for Latvian trade unions. The research methods applied in this research include 

theoretical research methods, such as content analysis of management science literature, as 

well as empirical research methods, such as document analysis and expert interviews with 

leaders of Latvian trade unions. The main results of the study show that trade union leaders 

have a similar opinion regarding  the potential application of the balanced scorecard in the 

strategic management of Latvian trade unions. 

Keywords: Balanced scorecard, Latvia, Strategic management, Trade unions  

 

1. INTRODUCTION  

According to the International Classification of Non-Profit Organisations, trade unions are 

organisations that support, regulate and defend the rights and interest of employees. Trade 

unions are included in Group 11 of the NGO classification “Business and Professional 

Associations, Trade Unions”(International Classification of Non-Profit Organisations). The 

special role of trade unions as NGOs involves the aspect of social partnership: unlimited signing 

of partnership agreements and a social dialogue are integral parts of the European social model, 

which foresees close and regular cooperation with the government and employer organisations.  

The aim of the research is to provide a theoretical justification for the use of the balanced 

scorecard in non-governmental organisations and to develop a balanced scorecard model for 

Latvian trade unions. The novelty of the research is approved by the fact that there has been 

little research on European and Latvian trade union strategic management and the application 

of the balanced scorecard in trade unions. The conceptual article is based on the works of 

Kaplan R. and Norton D. (Kaplan, Norton, 1996, 2004), Niven P (Niven, 2006, 2008) on the 

development and application of balanced scorecard (BSC) in non-profit organisations, as well 

as previous research. (Holley et.al.,2012; Weil, 2002; Hannigan, 1998) on the strategic 

management of trade unions. Empirically, the article is based on document analysis and expert 

interviews with leaders of Latvian trade unions. This article includes four sections and 

conclusion. 
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2. LITERATURE REVIEW 

In the early 1990s, scientists Kaplan R. and Norton D. created a balanced scorecard system that 

was originally designed for the private sector. Niven P. defined BSC „as a carefully selected 

set of measures derived from an organisation’s strategy. The measures selected for the scorecard 

represent a tool for leaders to use in communicating to employees and external stakeholders the 

outcomes and performance drivers by which the organisation will achieve its mission and 

strategic objectives“ (Niven, 2008). The BSC provides a balanced view of an organisation’s 

performance by considering not only financial measures, but also non-financial measures in 

four key perspectives: financial, customer, internal processes, and learning and growth. By 

measuring and managing performance across these four perspectives, organisations can gain a 

more comprehensive understanding of their performance and the factors driving it and make 

better-informed strategic decisions (Kaplan, Norton, 1996, 2004). The financial perspective 

focuses on traditional financial metrics such as revenue growth, profitability, and return on 

investment. The customer perspective considers factors such as customer satisfaction, retention, 

and loyalty, as well as market share and customer acquisition. The internal process perspective 

looks at the processes and systems within the organisation that drive performance, such as 

efficiency, quality, and innovation. The learning and growth perspective reveals the necessary 

infrastructure that needs to be established in order to ensure long-term growth and continuous 

improvement. The main sources of organisational growth and learning are people, systems, 

organisational procedures, and organisational culture. Indicators are related to employee 

satisfaction, loyalty, skills, and learning (Kaplan, Norton, 1996, 2004). BSC soon gained 

popularity among scholars and practitioners and has emerged as a proven tool to provide 

meaningful performance information in organisations. The researchers consider that BSC has 

been implemented in a multitude of organisations and have identified countries where it has 

developed most rapidly, such as the United States, United Kingdom, Norway, New Zealand, 

Canada, and other countries. (Gomes, Liddle, 2009). 

 

2.1. Managing strategic performance in trade unions as NGOs: the previous approaches 

Trade union researchers believe that studies on strategic issues at these organisations have not 

been as longitudinal and encompassing as for organisations at other sectors. Debates in relation 

to strategic planning at trade unions were started only in the 1980s. Theorists Heckscher Ch., 

Jacobs D., Lawler J., Murray A., Reshef Y., as well as Weil D. attended to the issue of 

introducing changes to trade union activity with the help of strategic planning. These changes 

are required in order to strengthen the position of these organisations at both organisational and 

national level (Gahan, 1998). In scientific literature on trade union management, researchers 

have expressed the view that in recent years, many trade unions have begun to integrate strategic 

planning approaches and techniques used in business. By using these approaches, trade unions 

have discovered that they help to adapt to changing external environment demands (Holley et 

al., 2012). Several studies indicate that strategic performance evaluation is necessary to improve 

the effectiveness of trade union work (Weil, 2005). According to the opinion of the researchers 

of trade unions Holley W. et al. strategic planning in trade unions comprises the following steps: 

defining the mission; analysis of the external environment, which envisages the analysis of the 

political and legal environment, the labour market, the specific industry and the employer, as 

well as the assessment of the image of the trade union; defining long-term and short-term goals; 

strategy development, which ensures attainment of the long-term goals of the trade union and 

the growth of the trade union as an organisation (Holley et al.,2012). Whereas, Weil D. has 

named three strategic planning stages: strategy formulation, strategy implementation and 

strategy evaluation (see Table 1). 
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Strategic planning 

stage 

Tools for analysis 

1. Strategy 

formulation 

Environmental analysis: market/economic; technological; 

political/regulatory 

Member-driven priorities: demographic analysis; 

membership pools 

Institutionally driven priorities 

2. Strategy 

implementation 

Resource allocation analysis: financial health; resources analysis 

Organisational structure: formal organisation; people; human 

resource system; culture 

3. Strategy 

evaluation 

Evaluation techniques: cost/benefit analysis; benchmarking 

Table 1: Strategic planning stages in trade unions 

(Source: Weil,2002) 

 

The ability of the trade union's structure to achieve new goals is determined, and the results of 

previously chosen strategies are analysed. Weil D. argues that the basis of trade union strategy 

consists of four main types of priorities: priorities set by the external environment, member-

oriented priorities, as well as officially and politically determined priorities. The author of the 

article states that the analysis of external environmental influence is similar to that in business 

management, however, the other three priorities are different and specific. The prioritization of 

member needs and expectations is related to member satisfaction and is considered a type of 

priority for trade unions. The officially established priorities derive from the democratic nature 

of trade unions, which are determined by their traditions and ideology. Political priorities help 

trade unions to achieve political goals in order to effectively represent the interests of different 

social groups (Weil, 2002). The approach of trade union researcher Hannigan T. includes the 

presence of a mission and vision and reveals strategic planning as a continuous and one-time 

plan development process. The author emphasizes that goal setting should consider the previous 

results of trade union activities and the experience of resource utilization. Hannigan's T. 

strategic planning model is slightly broader than D. Weil's model. In strategy formulation, 

implementation, and evaluation, first and foremost, trade union leaders and boards are involved. 

Personnel involvement increases during the plan implementation phase, but there is no 

provision for personnel involvement in the strategy development phase; nor is there any 

mention of the need to formulate values, which the author of the article considers as a weakness 

of this approach (Hannigan, 1998). Line A. (Līne, 2016) conducted a study on strategic 

management in Latvian trade unions, offering an expanded view of strategic management in 

trade unions by proposing a 10-step process for implementing a strategic management model. 

This process emphasizes the interaction between steps, as well as the importance of mission, 

internal and external vision, values, leadership, and communication. It is evident that three out 

of the four approaches described lack a systemic view of the strategic management process, as 

the emphasis is mainly on the strategy development stage. This indicates the need for increased 

researcher interest in strategic management issues in trade unions. Since the beginning of the 

1990s, Clark P. and colleagues have studied the administrative functions, leadership, and 

strategic planning of trade unions in the US and other countries. The studies confirm that trade 

unions have modernized and professionalized their internal administrative and management 

practices over time, in response to changing contexts and challenges they face (Bamber, 2022). 

Therefore, it can be stated that the improvement of strategic leadership in trade unions is highly 

necessary and relevant. The main objective of strategic management for NGOs, including trade 

unions, is to ensure that the organisation’s mission better serves the needs of society.  
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Secondly, the aim of strategic management is to achieve the involvement of stakeholders in 

change (Allison, 2005). Kaplan R. and Norton D. claimed that by adapting the Balanced 

Scorecard to the goals of NGOs, it can become a measurement and strategic management 

system in these organisations. The authors argued that “migration” of the BSC to the non-

profit/government organisations to be “one of the most gratifying extensions of the original 

concept” (Kaplan, Norton, 2004). 

 

2.2. BSC as a strategic performance improving tool in NGOs 

The development of the Balanced Scorecard for NGOs begins with the formulation or renewal 

of the mission. The mission of NGOs should be placed at the top of the balanced scorecard, 

because „the mission rather than the financial/shareholder objectives drives the organisation’s 

strategy“ (Kaplan, 2001). Drucker P. acknowledged that an NGO's mission must be practical; 

otherwise, it is merely a good intention. The mission should be simple and clear to employees, 

volunteers, and every member of the NGO (Drucker, 2006). According to Hannigan T. 

(Hannigan, 1998), the mission of trade unions distinguishes them from each other. The mission 

provides general strategic planning guidelines and serves as the driving force of the 

organisation. The importance of the customer perspective is emphasized after the mission and 

explores the definition of customers and the creation of value for them (Niven, 2006). The 

significance and placement of BSC perspectives depend on the type and activities carried out 

by the NGO. Niven P. underlined financial, customer, internal process, learning and growth 

perspectives linked with the mission and asked important questions, the answers to which are 

the basis for formulating perspectives (Niven, 2008) (see Figure 1).  

 

Figure 1: Balanced Scorecard for the Public and Nonprofit Sectors 

(Source: Niven,2008) 

 

Kaplan R. and Norton D. have pointed out that not all NGOs can use the same BSC model, as 

there are many differences among NGOs, and that the current model can be supplemented with 

other relevant perspectives, as well as new perspectives can be added to strengthen the model 

(Kaplan, Norton, 2000).  
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For example, author Ungureanu E. et al. adapted the model for Romanian political parties, 

creating the following perspectives based on indicators of political party activity: electoral, 

participative, financial, and parliamentary (Ungureanu et al., 2021). In turn, Lianto L. analysed 

credit union BSC and emphasized the member perspective, stating that increasing the number 

of members is the primary objective as it leads to an increase in market share. The main 

activities in the internal process perspective are related to the delivery of values to the credit 

union members, which provided by the three important stages: stage of creation, stage of 

manufacture, and the stage of after-sales service. Regarding learning and growth perspective 

the author emphasized resources empowerment: human resources capability, information 

system capability, and organisational capability. The financial perspective is viewed as a 

lagging or outcomes indicator that is formed from another perspective (leading indicator) 

(Lianto, 2018). Greiling D. conducted a study on the implementation of BSC in German NGOs, 

revealing that in addition to the traditional BSC perspectives, 19 NGOs have formulated the 

following perspectives: outcome perspective, employee perspective, and output perspective. 

The results of this study also showed that the classical profit sector perspectives dominate in 

non-profit organisations in the healthcare and social services sectors. This can be partly 

explained by the fact that BSC is considered a modern and reliable management tool. (Greiling, 

2010). Alfirevic E. et al., while studying the implementation of BSC in the Commercial Trade 

Union of Croatia (CTU), have found that “The union's mission is to construct an active, 

independent and strong organisational network through comprehensive initiatives for 

promotion of trade workers’ rights, economic and social justice”. The authors have analysed: 

internal processes efficiency perspective, user satisfaction perspective, financial sustainability 

perspective, learning and growth perspective. The internal processes perspective includes 

ensuring social dialogue at the industry level; monitoring the implementation of collective 

agreements at the company and regional levels; communicating with members about their 

workplace issues and holding various levels of union leaders accountable for their performance. 

The user satisfaction perspective includes: maintenance of a membership database - this 

database records the data of current and former trade union members, as well as reasons for 

leaving the trade union; quarterly evaluation of the work of enterprise trade union leaders; 

measurement of member satisfaction through surveys and telephone interviews. Financial 

sustainability perspective - the main task is to ensure the sustainable operation of CTU. The 

perspective includes the recording and control of membership fee payments, which are the main 

source of financial income. Donations and EU structural fund financing are mentioned as 

additional sources of income. The learning and growth perspective demonstrates that the 

program for training trade union leaders is strongly recommended. In order to improve the 

performance and engagement of its voluntary staff, CTU has established a non-financial bonus 

program. Furthermore, training programs have been created for both employees and volunteers 

to enhance their knowledge on current topics related to workplace safety, labour laws, and other 

relevant issues (Alfirević et al.,2005). These studies demonstrate that in the implementation of 

the BSC for NGOs, various perspectives are used - both traditional and adapted to the nature of 

NGO activities. The significant role of BSC development is the cause-and-effect chain, which 

is the main principle of BSC formation and runs through all its perspectives. The measurement 

system must clearly demonstrate the relationships between objectives and measures in different 

perspectives to make them realistic and controllable (Kaplan, Norton, 1996). This indicates that 

there is a causal relationship between employee satisfaction, member satisfaction, member 

loyalty, and financial income in trade unions. The authors have emphasized that BSC is also an 

important communication tool to communicate with employees in various ways about the 

organisation’s strategy, vision, values, and thus ensure that leaders and employees at various 

levels know and understand the strategy and see their place in its implementation (Kaplan, 

Norton, 1996). This principle applies to both business sector organisations and NGOs. 
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3. EMPIRICAL RESULTS 

3.1. Analysis of the Latvian trade unions documents  

LBAS (Free Trade Union Confederation of Latvia) is the only trade union confederation in the 

country, serving as the official social partner for cross-sectoral issues, and operating as a 

member of both the European Trade Union Confederation (ETUC) and the International Trade 

Union Confederation (ITUC). As of November 1, 2022, LBAS has 18 member organisations 

representing various industries and professions (LBAS Dalīborganizācijas). The author of the 

paper analysed the mission, vision, and value statements of Latvian trade unions, using as a 

basis the statements of the member organisations of the LBAS. These statements were included 

in the statutes or websites of the trade unions. A total of 18 Latvian industry/professional trade 

union statutes and information posted on their websites were analysed. Statutes of LBAS 

member organisations reveal, that not all LBAS member organisations have formulated a 

mission, vision, and values. For instance, the Latvian Trade Union of Education and Science 

Employees (LIZDA) has proclaimed self-governance, democracy and openness as the main 

principles of its activity (LIZDA Statutes). While the Latvian trade union “Enerģija” considers 

its main values to be “solidarity, equality, self-governance, democracy and openness” (Trade 

Union Energija Statutes). The mission and vision formulations of the largest LBAS member 

organisation LIZDA can be found on the website of the organisation: the mission is formulated 

as “to represent, express and defend the economic, social and legal interests of LIZDA members, 

by creating a social dialogue at all levels”. The formulated vision: “the most impactful and 

largest trade union, which unities active, knowledgeable members interested in processes. We 

are supported by society and respected by social partners” (LIZDA Par mums). The mission of 

the Federation of Latvian Aviation Trade Unions is broader and more descriptive, as follows: 

“is to communicate, coordinate and facilitate among the various constituencies in order to 

achieve this goal of  “A rising tide lifts all boats” to the benefit of all Latvians in every walk of 

society“ (LAAF About us). The author believes that such formulations of missions corresponds 

to the theoretical guidelines and motivates trade union members to become engaged in 

achieving goals. Based on the analysis of documents from LBAS member organisations, it can 

be concluded that a large portion of trade unions have not formulated their mission, values, and 

vision statements. Therefore, it is necessary to improve the determination of strategic direction 

in these unions so that a Balanced Scorecard can be developed based on the mission, vision, 

and values of each trade union. 

 

3.2. Summary of the findings of expert interviews 

Different Latvian industry/professional trade union leaders with trade union managing 

experience of 7 years or more and with experience in trade union strategic management were 

chosen as experts. The average age of the experts is 57 years, and the average leader work 

experience is 12 years. Eleven LBAS member organisation leaders, which is 61% of the total 

amount of the member organisation leaders, were interviewed in November 2022. The 

interviews were firstly audio recorded, then they were transcribed – qualitative transformation 

of the results in a printed form; based on the transcript information, a qualitative content 

analysis was performed. Based on the content analysis, it is evident that there is a dominant 

opinion that traditional perspective names are suitable for trade unions, with a preference for 

using “member perspective” instead of “customer perspective ” since members are the unions' 

clients. All respondents believe that the mission is crucial for creating a strategic vision, and 

the essence of the mission for trade unions is “to be the defenders of their members. ” At the 

same time, it is acknowledged that not all trade unions have formulated a mission statement, 

but they know and take it into account in their activities. It is recognized that members are the 

cornerstone of trade unions, and the member perspective is the most significant of the four 

perspectives.  
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Trade unions play an important role in advocating for their members' social and labour rights 

and interests. When members are satisfied with the services provided by the union, they are less 

likely to leave, and it is easier to maintain their loyalty to the union. Union leaders emphasize 

that the company level is the most crucial because “members at the workplace need to feel that 

the union cares for them, protects their interests in labour and occupational safety issues, and 

ensures the implementation of the collective agreement.” Company-level union leaders are 

closest to members, and members notice their work effectiveness the fastest. Collaboration with 

stakeholders is significant for defending members' interests and attracting new partners for 

cooperation, such as youth organisations and municipalities, who are regularly referred to as 

cooperation partners. The most significant internal processes of trade unions are characterized 

as follows: first, the provision of social partnership starting from the company level up to the 

industry and national level. Actions related to engaging new members are emphasized because 

“without the presence of members, finances and involvement, the operation of trade unions is 

not possible.” Almost all leaders emphasize the importance of internal communication 

processes in trade union work, as situations where labour rights are violated in companies need 

to be rapidly addressed. It is also stressed that the transmission of various current information 

to enterprise union leaders and members is crucial. In relation to learning and growth, the 

opportunities offered by the LBAS Training Centre for acquiring new knowledge and skills are 

emphasized - leaders of various trade unions, staff, and members are invited to acquire new 

knowledge and skills on various issues - labour law, occupational safety and health, gender 

equality, and NGO management issues. The majority of respondents consider member 

involvement and loyalty to be a difficult issue to address, as “members may be loyal to the trade 

union in words, but it is not easy to ensure their participation in pickets with a large number of 

participants. ” It is emphasized that it is important to regularly evaluate the level of member 

participation in trade union activities. The issue of motivating volunteers is also not simple - 

while material incentives may be used to motivate personnel in accordance with the budget, 

such incentives are rarely available for volunteers, and non-material motivation opportunities 

must be sought. Opinion on finance perspective - all respondents acknowledge the importance 

of monitoring regular payment of membership fees by all members, which ensures the financial 

stability of the trade union. The achievement of this objective is closely linked to the retention 

of existing members and the involvement of new members, as “members are the financiers of 

the trade union.” The financial contribution of members is significant, particularly in trade 

unions representing less paid professions and sectors, which requires “very strict expense 

control” in trade unions. In general, the results of the interviews indicate that the trade union 

leaders have a similar opinion regarding the potential application of the balanced scorecard in 

the strategic management of Latvian trade unions: BSC can be applied in Latvian industry 

unions, but it will require serious learning on the creation and application of BSC in trade 

unions. 

 

4. APPLICATION OF BSC IN LATVIAN TRADE UNIONS 

To facilitate the application of the balanced scorecard (BSC) in Latvian trade unions, the author 

has developed a BSC model specifically for this purpose. The development of the model was 

based on several sources, including the theoretical guidelines for creating BSC in NGOs by 

authors Kaplan R., Norton D.(1996, 2004), and Niven P (2008) and an analysis of documents 

from Latvian trade unions, as well as findings from expert interviews on BSC application 

possibilities in Latvian trade unions (see Table 2). 

 

 

Table following on the next page 
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Trade union mission, vision, values 

Perspective Strategic objectives Measures 

1. Member 

perspective 

How do we create 

an impact for our 

members? 

 

Provision of trade union services The level of member satisfaction with 

received services 

Retention of existing members The level of member satisfaction with 

received services  

The proportion of loyal members  

The impact of the trade union on society 

as a whole 

Collaboration with stakeholders Stakeholder engagement level and 

results of collaboration 

2. Internal 

process 

perspective 

How to create an 

impact for 

members while 

meeting budgetary 

constraints, at 

what  internal 

processes must we 

excel? 

Ensuring the involvement of 

new members 

The revenue from a single new member 

compared to the resources spent on 

attracting them 

The impact of the trade union on society 

as a whole 

Providing social partnership at 

all levels 

The number of concluded general  

agreements and collective bargaining 

agreements 

Ensuring internal 

communication processes 

Reduction in communication exchange 

time with members and structural units 

Promoting overall trade union 

effectiveness 

Specific indicators of the trade union's 

effectiveness 

3.Learning and 

growth 

perspective 

How do we align 

our intangible 

assets to improve 

our ability to 

support our 

strategy? 

Motivation of personnel and 

volunteers 

Results of surveys of personnel and 

volunteers 

Growth of leaders at various 

levels 

Increase in leader knowledge and skills 

Member learning Increase in member knowledge and 

skills 

Member involvement and 

loyalty 

Proportion of member participation in 

trade union actions 

Results of member surveys 

4.Finance 

perspective 

How do we 

effectively manage 

and allocate 

resources? 

Regular provision of stable 

income 

Control of membership fee 

Control of expenses in accordance with 

the approved budget 

EU structural fund financing  

Income from economic activity (if any) 

Profitability of members Average monthly amount of membership 

fee per member 

Table 2: BSC model for Latvian industry/professional trade unions adapted from Kaplan and 

Norton 1996, 2004, Kaplan,2011, Niven,2008 

(Source: Produced by the author) 

 

The model comprises four perspectives: the first being the member perspective, followed by 

the internal processes perspective, the learning and growth perspective, and finally, the finance 

perspective. Strategic objectives and measures are incorporated into the model. To apply BSC 

in Latvian trade unions, the author of the article suggests that Latvian trade unions should 

establish strategy development teams and strategic management training programs on the 

creation and importance of BSC. The author emphasizes that Latvian industry/professional 

trade unions that want to use this approach need to specify measures, develop targets and 

initiatives, and detail the application of this model, considering their unique situation and 
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previous strategic management results. The application of this model will broaden the trade 

unions' perspective on the strategic management process, improve goal achievement, and 

overall effectiveness of the trade unions'. 

 

5. CONCLUSION  

The literature analysis suggests that in the management literature of trade unions, strategic 

management is mainly analysed within the framework of strategic planning, which is just one 

of the functions of management. Little attention is given to the development of mission and 

vision, and the formulation of values in relation to strategy development is not evaluated 

comprehensively. A comprehensive concept of strategic management for trade unions, as well 

as practical methods for its implementation, are offered minimally. Research indicates that the 

BSC can also be applied in NGOs and trade unions. Several adaptations of the BSC model by 

Kaplan R. and Norton D. have been made in various NGO contexts. The creators of the BSC 

approach believe that its migration to NGOs is another success of this approach. The results of 

the empirical study indicate, firstly, that based on the analysis of documents from the member 

organisations of LBAS, it can be concluded that a number of trade unions have not formulated 

their mission, values, and vision statements in a written form. Therefore, it can be argued that 

these trade unions require improvement in the determination of their strategic direction. 

Secondly, the results of the interviews indicate that the trade union leaders have a similar 

opinion regarding the potential application of the BSC in the strategic management of Latvian 

trade unions: BSC can be applied in Latvian industry/professional unions, but it will require 

serious learning on the creation and application of BSC in trade unions. The author believes 

that the proposed improvements in the strategic management process - BSC model for Latvian 

industry/professional trade unions serve as a contribution to trade union management theory 

and practice. 
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ABSTRACT 

The aim of this paper is to describe the situation of NEETs (neither in education, employment 

or training) which are mainly young people up to 29 years in Slovakia and the labour market 

measures that are available and aimed at solving unemployment of young people. Young 

unemployed are often faced with too many obstacles keeping them from finding the right career 

path for them. It is often difficult for them to match their skills with the requirements of the 

labour market.  We will analyze the situation of this unemployed group of people and their 

development during recent years and try to find the reasons for their difficult position when 

entering the labour market. At the same time we will focus on the employment services and job-

training programmes designed especially at helping them to find the way to join the labour 

market. From the job-training programmes we will try to assess the effectivenes of graduate or 

school-leave practice and training which is mainly oriented at giving the graduates new 

chances at employment. We will mention projects that are currently running at the employment 

offices designed to help young unemployed. At the end of this paper we will decide which labour 

market measure is the most efficient one in Slovakia. The result should also conclude some 

advice for the future job-training programmes. 

Keywords: employment services, graduates, job-training, labour market measures, young 

unemployed 

 

1. INTRODUCTION   

NEETs in Slovakia represent a specific group of unemployed that are under 29 years of age. 

NEET is defined as neither in employment, education and training and represents young people 

who are struggling to find permanent employment. After finishing their studies young people 

are confronted with situations for which they were not prepared that the labour market is not 

always open to inexperienced even educated people and that often what the labour market needs 

are people who can adapt to the fast-changing working environment. As the students in Slovakia 

have often little to no experience that would match the requirements therefore landing a dream 

job is often very hard. This paper aims to analyze the situation of NEETs in Slovakia, and how 

the labour market is prepared to take in an additional amount of new workers. Nowadays 

NEETs are very often the focus of analytics and that is due to the fact that  unemployed young 

people are a global phenomenon and not just in some countries. Advanced and also less 

advanced countries all face the same problem of young people trying to find a job that matches 

their experience and education. The question arises if the problem lies in the education system, 

in young people themselves or in the labour market. The gap between these three forces seems 

to have gone deeper as in recent years the phenomena of NEET have been a worldwide and still 

a more difficult problem to solve individually. 

 

2. LITERATURE OVERVIEW  

NEETS or the overall unemployed have been studied by many authors. If we focus solely on 

papers that have been published based on data from Slovakia we can mention a few of them. 

Based on the paper by Štefánik, Karasová and Studená (2020) in which the authors analyze 

whether the support given to recent graduates in the form of workplace insertions can help them 

to maintain a long-term job in the future.  
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After graduating from secondary school or college the most commonly used active labour 

market policy programme is graduate practice.  Authors have analyzed the impact of graduate 

practice in Slovakia in the years when it was implemented (2007 and 2008) and the impact on 

the earnings of its participants five years after participation in the programme. They have found 

that it has an overall positive effect on employability of participants. Three years after finishing 

the programme the authors found out that participation has a positive effect on the employability 

of participants working in the public sector and it was a medium-term effect. The long-term 

increase was caused by the career effect, suggesting that assisted work experience provided in 

the early stages of the career might be linked with an increase in employment chances in the 

later stages of the career. Interestingly was also the finding of the authors that in the private 

sector short-term effect of the programme can be higher if the overall labour market situation 

is more favourable. This can be driven by the participants that are concluding the workplace 

insertion at the same employer. After completing the graduate programme if the economic 

situation is favourable the share of those remaining at the workplace after the support dries out 

is higher. In the paper by Bram van Dijk (2006) where the author analyzes the situation of 

overall unemployed and how the job-training helps them. He analyzes the effect of three 

programmes school leave project, training and work habit maintenance. He claims that 

unemployment is long-term by people who are unhealthy, old or have been unemployed longer. 

If the individual has a higher education or previous employment or has never been unemployed 

before has good chance of finding a job thus entering the labour market. The author has also 

found out that an individual who is 34 years old when becoming unemployed has the highest 

chance of finding a job. The problem with the job-training programmes which the author states 

is that people with higher education are usually selected for job training programmes and people 

with lower education are sent to work for municipalities. For the training programme, the 

treatment response is larger for individuals with a low education than for people with a middle 

or high education. However, middle and high-educated people have a larger probability of 

entering the training programme, which is not efficient. This is also true for the graduate 

practice programme, although the differences in treatment response are not significant for this 

programme. He concluded that two programmes shorten the unemployment duration quite 

substantially: training programmes and graduate practice. The third programme, work habit 

maintenance, makes the unemployment duration actually larger, but that is also because of the 

nature of the programme. If an individual is already unemployed for a long time he gets to do 

socially meaningful activities. 

 

2.1. Current struggles of young unemployed in EU 

According to Minguez, A. (2013) since the economy crisis in 2008  and also shortly before 

many young people have started to work on temporary or part-time employment. As is stated 

in this paper temporary employment is an important step in the transition from  education into 

the labour market. Fixed-term contracts can be a valuable way for young people to make the 

initial move into employment to acquire the initial training and experience they need to do a 

particular job, and for employers to assess their suitability and their capacity to perform the 

tasks involved. At the same time, such contracts offer employers a way to avoid the costs of 

dismissing workers who have standard contracts of employment, giving them more flexibility 

to adjust their workforce as business conditions change. Equally  however, for the young people 

concerned, such contracts tend to imply less security and can potentially be a dead end rather 

than a stepping stone to a more permanent job. Indeed, there is a risk that young people can 

become trapped in temporary work, moving from one fixed-term contract to another, often with 

a spell of unemployment in between. There are also other forms of non-standard employment 

for young people in EU countries.  
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For example bogus self-employment when independent workers are contracted to provide 

services to a single client or work provider in much the same way as if they were an employee. 

Also quite often is family working when wives or children work in the family business without 

any formal contract of employment and without regular wage can be insecure for them and it 

can offer very little prospect of advancement. For visualization in Table 1 are presented the data 

of employment of age group 15-29 in EU based on part-time and temporary contract in year 

2021 and 2022. As we can see the EU average is much higher than in Slovakia or the 

neighbouring countries. It is much less common practice for young people in Slovakia to work 

part-time or have a temporary contract.  

 

 2021 2022 

European Union - 27 

countries (from 2020) 

22,7 23,1 

Slovakia 4,1 4,8 

Czechia 8,5 8,8 

Hungary 5,4 5,2 

Poland 7,3 8,0 

Table 1: Share of part-time employment and temporary contracts for age 15-29 years in years 

2021-2022 in percentage. 

(Source: Eurostat) 

 

The European commission has acknowledged several problems of young unemployed and has 

taken an action to solving them. The overall problems that are addressed by the EU can be seen 

in Table 2 together with the possible solution that EU offers and has taken an action.  

 

Table 2: Problems affecting youth employment addressed by EU-level actions 

(Source: European Commission 2012) 
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2.1.1. Data and methodology 

In this category of unemployed (NEET) we will count graduates up to 29 years of age and also 

young adults. We will focus on the development of NEETs in Slovakia using the data from 

Statistical Office of the Slovak Republic and the Central Office for Labour, Social Affairs and 

Family in Slovakia. For the comparison of the unemployment rate of EU countries and 

Slovakia,  we will use data from Eurostat. We will be comparing also the unemployment rate 

based on gender in Slovakia and EU countries. We will also try to analyze if the part-time 

contracts would influence the overall employment of NEETs in Slovakia. In the second part, 

we will analyze the efficiency of unemployment programmes for young people and try to 

determine what would happen if they were not launched. In the final part, we will try to 

determine which of the programmes was the most efficient one.  

 

3. CURRENT SITUATION OF NEETS IN SLOVAKIA  

When we analyze the development of young unemployed in Slovakia as we can see in Graph 1 

The situation of NEETs in recent years has been changing. When we look solely at development 

the number of unemployed young people from the year 2007 to 2021 has decreased rapidly. If 

in the year 2007 the number of unemployed graduates was in the amount 13191 in the year 

2021 it was just 9184 unemployed graduates. A similar development was by the young adults 

up to 18 years of age where the amount of this category of unemployed has also decreased from 

3 687 in 2007 to 1 222 in the year 2021. The overall development can be seen in Graph 1, where 

on the second axis is also the overall amount of unemployed in Slovakia from the year 2007 to 

2021. According to Nałęcz, S.(2021) taking into account the longitudinal perspective, the 

transition from school to the workplace has been delayed for a bigger and bigger groups of 

young people due to longer education periods. Unfortunately in Poland, the Czech Republic 

and Slovakia tertiary education graduates often lack work experience or face a mismatch of 

their competencies with expectations of employers. Still, these problems are not so difficult to 

deal with as to overcome the results of longtime unemployment or inactivity which happens to 

roughly every second person of people aged 25-29, who completed not more than lower 

secondary school. These young adults often fall into the category of long-term unemployed or 

discouraged NEETs and require longer, more holistic programmes covering not only hard skills 

development but also mental support and development of social competencies or soft skills. 

 

Graph 1: Unemployment development of NEETs in Slovakia from 2007-2021 

(Source: Statistical Office of the Slovak Republic) 
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When on the other side we compare the unemployment rate of NEET in EU average and 

Slovakia in Graph 2, we can see the unemployment rate in Slovakia was slightly higher than 

the average unemployment rate in the EU countries until 2017. Nowadays the unemployment 

rate is nearly even with the EU average as can be seen in the graph.  

 

Graph 2: Unemployment development of NEETs age 15-29 in EU and Slovakia from 2005-

2021  

(Source: Eurostat) 

 

When we examine the NEETs based on gender, women have a higher unemployment rate even 

among NEETs. Authors (Alonso et al. 2022) have claimed that women show greater 

participation in education, especially in adolescence but less employability when they enter the 

labour market. Based on this when we look at the situation in Slovakia in Graph 3 we can clearly 

see that based on gender the unemployment rate for females is higher in Slovakia and also the 

EU.  

 

Graph 3: Unemployment rate of NEETs age 15-29 in EU and Slovakia from 2005-2021 based 

on gender 

(Source: Eurostat) 
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The unemployment rate in Slovakia for females from age 15 to 29 years was in 2021 on average 

17,5% which is 6,7 percentage points higher than the average unemployment rate for males in 

Slovakia which was around 11,1%. The unemployment rate for males in Slovakia is even lower 

than the EU average rate in 2021 11,8%. The average EU unemployment rate for females from 

15-29 years was in 2021 14,5%. One of the solutions could be for this higher rate of 

unemployment for young people more part-time job offers as we could see in Table 1 the 

amount of temporary contracts in Slovakia is really low compared to the EU only 4,8% in 2022 

compared to 23,1% in EU average.  This would be welcomed especially by young people to 

gain work experience and could prevent to being long-term unemployed. In a theoretical model, 

if we would assume that the employment of part-time workers in Slovakia would be on the 

same level as the EU in 2021 22,7%, the employment rate of NEETs in Slovakia would be even 

higher than the EU average as we can see in Table 3.  

 
Country 2021 

Employment rate (in %) Part-time rate (in %) Employment rate by the 

part-time rate 22,7% 

European union 62,9 22,7 62,9 

Slovakia 58,5 4,1 69,38 

Table 3: Employment rate in EU and Slovakia based on part-time employment age 15-29 

years 

(Source: Eurostat) 

 

3.1. Eficiency of unemployment services in Slovakia 

When we look at the success rate of employment policy for young adults, we can do so based 

on data from the Central Office for Labour, Social Affairs and Family (COLSAF). In Slovakia,  

there are many programmes available for graduates or unemployed people in general. Currently,  

in Slovakia there are national projects aimed at helping NEETs back to the labour market which 

is organized based on the national plan Guarantees for young people in the Slovak Republic, 

which the Slovak government took note on 5 February 2014. The national projects are financed 

by the national budget together with funds from the EU. Reciprocity between means co-

financing is 33.43% of the special allocation for the implementation of the Initiative for the 

employment of young people, 56.58% from the European Social Fund and 9.99% from the state 

budget. When we focus on projects that are aimed at helping young people to get back into the 

labour market we can mention a few of them. National project "Practice to Employment 2"- its 

goal is to acquire and deepen of professional skills, knowledge and practical experience of 

young people up to 29 years of age, which correspond to their level of education in the form of 

mentored placement and practice with an employer who will create a job in the territory of the 

Slovak Republic outside of Bratislava region for the purpose of their placement and retention 

at the labour market. The success rate of completion in this project was 67,28% which 

represents the number of participants that have stayed at the position for at least 6 months. For 

example, the project especially aimed at young people up to 29 years called „Be active and find 

a job“. This project was implemented at the Pezinok labour office in accordance with the 

National Plan for the Implementation of the Guarantee for Young People in Slovakia in 2014. 

The goal of the project is to motivate young unemployed up to 29 years of age to increase 

employment, by increasing their interest in applying acquired skills, knowledge and practical 

experience in practice on the open labour market, but also their employability. As part of the 

project, the unemployed had the opportunity to use several labour market measures or tools, 

participate in national and regional projects implemented by the office, an internet portal for 

searching current job offers - www.istp.sk. 92.68% of young applicants under the age of 29 

registered at the time the authorities were involved in the project.  
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When we look at the participation rate in projects by young unemployed and the completion 

rate of these programmes was quite high in general which means that the interest from the 

young people to participate in these programmes is really high. We can see in Table 4 the overall 

success rate of each programme which means the number of participants that have found a job 

after completing the project (number of participants that have found a job divided by the total 

amount of participants).  

 
Project name Period Participants no. Found job 

no.  

Success rate 

National project "Practice to 

employment 2" 

2019-2023 1140 767 67,28% 

National project "Graduate 

practice starts employment" 

2015-2021 1158 667 57,59% 

National project "Successfully 

on the labor market" 

2015-2022 308 229 74,35% 

National project "Seize your 

chance" 

2021-2023 408 270 66,17% 

Restart for young unemployed 2018-2021 32703 26299 80,42% 

Table 4: Overview of NEET unemployment projects in Slovakia in period 2015-2023 

(Source: COLSAF) 

 

If they didn't participate in these programmes we can assume that the unemployment rate would 

be much higher than it is nowadays. Based on a simple analysis we can calculate the numbers 

of unemployed that have found a job by joining and completing one of these programmes. If 

we assume that in the period of 2015-2021 (the year for which the data of unemployed are 

shown in Graph 1), the participants that have found a job by participating in the projects 

wouldn't have taken part in the projects the unemployment level would be different. The result 

of these calculations is shown in Graph 4.  

 

Graph 4: Comparison of unemployment rate of NEETs age 15-29 in Slovakia from 2014-2021 

based on participation in unemployment projects 

(Source: COLSAF) 

 

As we can see in Graph 4 the unemployment rate would be higher if we would assume that the 

young unemployed were not involved in any project from the unemployment services.  
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The main difference would be from the year 2018 when most of the projects were running in 

Slovakia. We can assume that even if this scenario (the line NEET without projects) is not real 

because the unemployed would have found a job by other means the unemployment rate would 

still be higher if these projects were not launched.  

 

4. CONCLUSION   

Nowadays it is really necessary to support the labour market with projects that can boost the 

employment of young people, and with the current support from projects by COLSAF we could 

see that the unemployment level of NEET was on a good way compared to EU average. The 

unemployment rate of NEETs in Slovakia has been in the past years mainly up to the year 2017 

much higher than the EU average rate. Since 2018 when many projects for young unemployed 

have been launched the unemployment rate in Slovakia has dropped and is just at  a slightly 

higher level than the EU average. One of the possible solutions to lower  unemployment  could 

be except projects, creating more part-time work positions, as an example in other countries, 

where it is more common. Because compared to the EU where 23,1% of young people work 

part-time in Slovakia it is just 4,8%. While working part-time graduates and young people can 

gain essential skills for the future and could prevent being long-term unemployed. When we 

look at the efficiency of the projects aimed at helping young people to find a placement we 

could say that the most successful one was the project Restart for young unemployed  which 

was running from years 2018-2021 and from the participants 80,42% found a job after receiving 

this form of support. We could claim that it would be worth reconsidering   financing it for a 

longer period.  
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ABSTRACT 

This paper aims to explore the relationship between financial identity and entrepreneurial fear 

of failure, through the use of an ordered regression analysis. Financial identity is captured in 

this study by examining four different aspects: achieved, foreclosed, moratorium, and diffused. 

The study investigates how each of these aspects of financial identity influences the level of fear 

of failure experienced by entrepreneurs. The study used a sample of 273 respondents form 

Albania, to collect data on their financial identity and fear of failure towards entrepreneurial 

intention. The results show that achieved financial identity is negatively related to fear of 

failure, while moratorium is positively related to it. Foreclosed and diffused aspects of financial 

identity, however, do not seem to have a significant impact on the level of fear of failure. The 

findings suggest that entrepreneurs who have achieved a clear financial identity and have a 

solid understanding of their financial goals and priorities are less likely to experience fear of 

failure. On the other hand, those who are in the moratorium phase of financial identity, where 

they are still exploring and experimenting with different financial goals and priorities, may 

experience higher levels of fear of failure. The study has important implications for 

entrepreneurs, as it suggests that having a clear understanding of one's financial identity and 

financial goals can help to mitigate the fear of failure. This can, in turn, lead to more successful 

entrepreneurial outcomes. The study also contributes to the literature on financial identity and 

entrepreneurship, highlighting the importance of examining the various aspects of financial 

identity in understanding entrepreneurial behavior. 

Keywords: Feal of failure, Financial identity, Achieved, Foreclosed, Moratorium, Diffused, 

Entrepreneurship, Negative log-log 

 

1. INTRODUCTION  

Entrepreneurship as a field of study has experienced a great increase in interest in both academic 

research and practice in recent years. This is because the entrepreneurial activity is now seen as 

closely related to the creation of value, having a significant impact on the economic 

development of a country, the continuous renewal of business, and the creation of free jobs 

(Botsaris and Vamvaka, 2016; Tsai, Chang and Peng, 2016). Entrepreneurship can be 

considered the engine of the economic and social growth of a nation. In addition to the benefits 

of entrepreneurship in society, being an entrepreneur also brings various advantages and 

benefits to individuals such as freedom, being one's boss, financial gain, etc. It is no wonder 

that many individuals dream of becoming an entrepreneur and owning their businesses. So why 

exactly are these individuals reluctant to become entrepreneurs considering all the tempting 

benefits and opportunities? From an investment perspective, the investment opportunities that 

offer the greatest benefits are those that are also the riskiest. The greater the benefit, the higher 

the risk that the investment carries.  
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It is understood that the sweet rewards are only one side of the coin of being an entrepreneur, 

and just as entrepreneurship has its advantages, entrepreneurial initiatives also carry risks that 

should not be ignored. A business comes with various risks. From the moment a person takes 

action to open their own business to the moment the person has managed to create the business 

and now has to keep it afloat, an entrepreneur faces various obstacles, challenges, and risks and 

it is precisely these obstacles and challenges that can cause would-be entrepreneurs, their 

enthusiasm and initiative to wane and stop (Norton and Moore, 2002). Factors such as a 

country's economic growth, low start-up activity, political climate, culture and reputation, 

financial capital, and last but not least, fear of failure prevent individuals from becoming an 

entrepreneur (Singh Sandhu, Fahmi Sidique and Riaz, 2011; Dvorský et al., 2019; Çera et al., 

2021). There are many studies about the factors mentioned so far such as economic growth, 

politics, culture, financial capital, and their influence on the entrepreneurial initiative, but for 

various reasons, the studies focused on the fear of failure, the connection of this factor with 

other factors and entrepreneurial initiative are few even though the fear of failure plays a very 

important role in terms of the entrepreneurial initiative of individuals and the actions, way of 

thinking and behavior of the individual about the external factors that surround him (Hayton et 

al., 2013). As can be seen from the figure presented above, which expresses the connection of 

obstacles to the entrepreneurial initiative, the fear of failure plays a mediating role for other 

factors. Studies have shown that in cases of unpromising economic growth, business-unfriendly 

policies, insufficient financial capital, and a culture that does not support young entrepreneurs, 

all these factors lead to an increase in the fear of business failure, which naturally affects 

negatively in the initiative of individuals to become entrepreneurs (Chua and Bedford, 2016; 

Çera, Belas and Zapletalikova, 2019). The fear of failure seems to play an important role in the 

intention of individuals to become an entrepreneur and will be the focus of this study. 

Entrepreneurship is an activity that individuals engage in that is characterized by original 

thinking, innovation, and risk-taking to create a new business or grow an existing business, 

while an entrepreneur is seen as a person who can explore and identify opportunities for 

improvement, to mobilize resources and implement actions to maximize the benefit of these 

opportunities that are considered as situations that bring new goods, services, raw materials as 

well as methods of organization that enable the sale of output at a price higher than the cost of 

production (Kojo Oseifuah, 2010; Askari and Geibel, 2014; Çera et al., 2019). Entrepreneurship 

and finance are closely related. It is generally accepted that entrepreneurs regularly engage in 

decision-making activities related to the acquisition, use, and allocation of resources. These 

activities inevitably have financial implications, and for business activities to function 

effectively, entrepreneurs must be financially literate or have positive financial behaviors and 

attitudes. According to Abad-Segura and González-Zamar (2019), individuals without 

sufficient financial knowledge are unable to make important decisions when it comes to their 

savings and investments. Also, individuals lacking such financial knowledge tend to choose to 

work for someone instead of being an entrepreneur. Basic financial knowledge such as reading 

a balance sheet, and knowledge of loans and budgets are essential to growing a business and 

keeping an enterprise alive. Unfortunately, not many individuals show interest in financial 

literature or acquire basic financial knowledge. There is very little research on financial identity 

and how it affects the choices we make and our well-being, despite the importance of personal 

finance in an individual's life. In a world of fierce competition, personal finance, financial 

knowledge, and skills are key factors to help us be able to manage our money in the right way 

whether we are working for someone or being an entrepreneur. However, many studies report 

that few individuals know how to manage their finances or are educated about it (Danes and 

Brewton, 2014; Çera et al., 2020), which is quite worrying if they consider the importance of 

finance in entrepreneurship. The lack of basic financial knowledge, negative financial behavior 

and attitude, and an unachieved financial identity often led to depression and reduced self-
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esteem and productivity, which negatively influence a person's behavior and attitude. All this 

leads to negative beliefs, and negative beliefs increase the impact of fear of failure on us and 

make us delay taking the decision and action to become an entrepreneur (Shim et al., 2013).  

 

2. LITERATURE REVIEW 

While factors such as economic growth, politics, financial capital, culture, etc. seem (and 

undoubtedly are) quite serious issues, they do not have such a drastic negative impact on 

entrepreneurial initiatives compared to the fear of failure (Cacciotti et al., 2020). Fear of failure 

compared to other factors has received less attention because it is a psychological factor and at 

first glance has no relation to business or the economy. How much can such a "small" factor 

influence our decision to become an entrepreneur? Compared to other factors such as the 

economic growth of a country or politics, this psychological factor seems very insignificant. 

Fear of failure is a very serious problem when it comes to our entrepreneurial intention. The 

fact that fear of failure is the main reason given by individuals worldwide for hesitation and the 

decision not to be an entrepreneur shows this quite well (Sandhu et al., 2011). Studies have 

shown that all other factors first lead to an increase in the fear of business failure, which 

negatively affects entrepreneurial initiative. Many others have used the theory of behavioral 

intention to explain how the initiative and desire to become an entrepreneur leads to the action 

to become one, and if the fear of failure becomes stronger in us than our desire then we do not 

we will take no action (Botsaris & Vamvaka, 2016). According to Ajzen (1991) who studied 

the theory of planned behavior, intention leads to action. Individuals who have a positive 

attitude toward action will also have a positive increase in the intention to act and will ultimately 

"orchestrate" the action in question so that fear of failure leads to a decrease in the intention to 

act. naturally reduces or eliminates our chances and desire to act. No action is taken. The desire 

to avoid the act of acting becomes stronger than the temptation to be an entrepreneur and 

individuals remain stuck in a state where individuals have an earnest desire to start a business 

in front of a high wall created by negative thoughts, behaviors negativity and fear of failure, 

which prevent individuals from becoming entrepreneurs. Since entrepreneurship is of 

considerable importance when it comes to the economic and social development of a country, 

there will naturally be various studies dealing with entrepreneurship such as What is 

entrepreneurship, its advantages, and disadvantages, obstacles in general, characteristics and 

qualities of a successful entrepreneur, etc. (Gartner, 2017), but unfortunately, there are not 

enough studies that address the fear of failure and how individuals can escape from the clutches 

of this phenomenon by not allowing it to negatively influence their decision-making (Askari 

and Geibel, 2014; Sepúlveda and Bonilla, 2014; Martins, Monsalve and Martinez, 2018; 

Cacciotti et al., 2020). Unlike other variables that hinder entrepreneurship, fear of failure is a 

mental, psychological state that reflects an individual's identity, way of thinking, beliefs, and 

attitude of the person about external factors and cannot be "get rid of" or is easily changed, 

unlike other factors. Fear of failure does not suddenly appear out of nowhere and unfortunately 

is not the result of a recent situation. It takes years of struggling with very important components 

that surround us throughout our lives to grow the fear of failure into a psychological problem 

serious enough to prevent us from achieving our goals such as: being an entrepreneur, achieving 

our financial goals, and business, and career (Hayton et al., 2013). Factors such as society, 

culture, education, family, the way one has been treated, the way one has grown up and learned 

to see oneself, interactions with others, etc. have played and continue to play a critical role in 

shaping one's personality, views and beliefs of an individual (Tubadji et al., 2021). Something 

that is ingrained in a person's mind influencing their beliefs, behavior, and decisions is a very 

complex factor to control or get rid of. It is worth noting that the fear of failure exists 

wholeheartedly in every person without exception and will continue to exist in us until death 

does us part.  
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Fear itself, although at first glance it seems like something negative, is a defense mechanism of 

our brain that prevents us from taking actions that our brain believes will harm us emotionally, 

physically, and in many other ways. Psychologically, it is impossible to eradicate such a state 

of mind as fear, however, it is possible to choose whether you will continue to nurture that state 

to the point where it becomes a shackle that prevents you from achieving what you want or 

giving. less important when it comes to the choices you will make. Our brain is still a mystery 

to this day. The way our brain works and responds to the outside world is complex and 

unpredictable. Identity – having a clear sense of who you are helps an individual navigate 

important transitional periods of life and engage in more positive behaviors. The same goes for 

our financial identity. Knowing and being aware of our attitude, knowledge, behavior, and 

approach to financial matters and being aware of our financial identity can help us navigate life 

smoothly and make better and more responsible financial choices. to maximize the benefit 

(financial, knowledge, experience, fulfillment, etc.). A well-developed sense of identity is 

important for society and individuals (Schwartz et al., 2011). Young people who do not know 

who they are and where they want to go are less likely to capitalize on the opportunities 

presented to them in life. Furthermore, individuals with an unclear sense of their identity may 

experience social, personal, and psychological stress (eg, anxiety, depression, etc.) which may 

lead to low self-esteem and fear of entrepreneurship challenges. Taking all this into 

consideration it is safe to say that being unaware of financial identity will undoubtedly affect 

not only a person's health/mental state (negatively leading to increased fear) but will also hinder 

a person made the right decisions and benefiting from profitable opportunities. Undoubtedly, 

in a world where money is an extremely important factor in living, negative financial attitudes 

and lack of financial knowledge will only harm us. The question arises, is just knowing our 

financial identity and our behaviors enough to reduce the impact of the fear of failure? 

Unfortunately, not. As we continue further and look more into financial identity and all the 

forms it can take, we notice surprisingly that financial identity itself takes 2 types of forms 

which are positive and negative. Which of them can influence the fear of failure remains to be 

seen and will be the focus of this paper. According to Shim et al. (2013), financial identity is 

defined as one's understanding and expression of who that individual is concerning the 

management and practice of personal finance. In their study, Shim et al. (2013), discovered 

three different styles of identity processing. The informational identity style is used by those 

individuals who purposefully seek, process and evaluate new information to make informed 

choices. Individuals who adopt this style are likely to actively explore different options or may 

have made personal or meaningful commitments to a particular set of values and beliefs about 

managing and practicing financial management (Berzonsky and Luyckx, 2008; Çera and Tuzi, 

2019). A normative identity style is used by those who tend to manifest the standards, goals, or 

values of those close to them without critical evaluation. Those who adopt this style are likely 

to have adopted the financial management style of their parents or someone else without 

questioning or exploring other options (Berzonsky, 2004). And finally, the diffuse-avoidant 

identity style is characteristic of persons who tend to avoid identity conflicts and daily 

commitments and focus more on the immediate rewards of the situation than on making 

informed decisions or following normative standards. Those who adopt this style are likely to 

express a lack of interest or concern for financial management (Berzonsky, 2009). Compared 

to the other two individuals characterized by the informative style are more likely to collect and 

evaluate evidence from several choices before concluding. These individuals are also more 

associated with emotional and academic autonomy and are characterized by self-efficacy, and 

a strong will or ability to control their impulses. This leads us to believe that the fear of failure 

may not greatly affect their intention to become an entrepreneur. Meanwhile, avoidant style 

people are characterized by active exploration without a commitment or lack of interest and 

avoidance of exploration and engagement.  
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It is worth adding that all financial outcomes such as objective and subjective financial 

knowledge, financial efficiency, financial control, financial attitude, budgeting, repayment, 

borrowing, investment, and saving are different in the three styles (Shim et al., 2013). The 

informative style showed better financial skills than the other two styles along with more 

extensive financial knowledge. 

 

3. RESEARCH METHODOLOGY 

A questionnaire is designed to collect primary data in Albania. The final sample size counts 

273 valid responses. The analysis is based on this sample size. Fear of failure is measured with 

a single question, which read “To what extent do you think that the fear of business failure 

prevents you from starting a new business?” Its possible answers are: [1] completely hinders 

me, [2] it hinders me the most, [3] at least it doesn't bother me, and [4] it doesn't stop me. 

Financial identity is measured by 11 statements as proposed by Bennion et al. (1986), which 

are grouped into four sub-constructs: Achieved, Foreclosed, Moratorium, and Diffused. Each 

statement has five options as answers, varying from [1] strongly disagree to [5] strongly agree.   

 

Question Answer Count Column N % 

To what extent do you 

think that the fear of 

business failure prevents 

you from starting a new 

business? 

[1] completely hinders me 25 9.2% 

[2] it hinders me the most 126 46.2% 

[3] at least it doesn't bother me 77 28.2% 

[4] it doesn't stop me 45 16.5% 

Total 273 100.0% 

Table 1: Fear of failure.  

(Source: Authors) 

 

 

There is a method used to predict ordinal level of the output variables with a set of independent 

variables. Output variable is an ordinal variable (fear of failure) and independent variable can 

be continuous or categorical. There are five types of ordinal regressions: logit, probit, negative 

log-log, complementary log-log and cauchit (Harrell, 2015). The nature of the dependent 

variable determines which of them to use. Our dependent variable resulted in having more 

probable lower levels than the higher ones, implicating the use of negative log-log function. 

The analyses are executed by using computer statistical software SPSS 26. Its form can be 

written as below: 

 

Function form 
( )0 1 1

( )
Xi ieP e

 


− +
−=  

Inverse form 0 1 1ln( ln ) i iX  − − = +
 

 

4. RESULTS 

Principal component analysis with Varimax rotation was employed to reduce the number of 

factors dealing with financial identity (Fabrigar and Wegener, 2011). The output of the analysis 

is shown in Table 2. Factors with eigenvalues higher than one were kept. The Kaiser-Meyer-

Olkin value and Barlett’s test indicated the appropriateness of the factor analysis (Hair et al., 

2010). Three factors emerged from the factor analysis, explaining 69.982% of the variance in 

the sample, namely, ‘achieved’, ‘moratorium’, ‘foreclosed’, and ‘diffused’. The factor loadings 

were above Stevens’s (2015) benchmarks (.40), indicating evidence of constructs convergent 

validity.  
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Component name and its items 
Component 

1 2 3 4 

achieved1 .794    

achieved2 .896    

achieved3 .801    

moratorium1    .838 

moratorium2    .865 

foreclosed1  .670   

foreclosed2  .818   

foreclosed3  .791   

diffused1   .766  

diffused2   .798  

diffused3   .567  

Eigenvalues 2.328 1.907 1.787 1.676 

Explained variance (total = 69.982%) 21.165 17.336 16.244 15.238 

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser 

Normalization. Rotation converged in 6 iterations. 

Table 2: Rotated component matrix.  

(Source: Authors) 

 

According to the negative log-log link function’s output (see Table 4), two out of four sub-

constructs of financial identity significantly influence entrepreneurial fear of failure. Based on 

the analysis, the higher the score on Achieved, the lower are the chances to fear of 

entrepreneurial failure (W = 4.155, p < .05). This means that when individuals have higher 

levels in achieved aspect of financial identity, the entrepreneurial fear of failure is lower. This 

finding is statistically significant. On the other hand, higher levels in Moratorium increases the 

entrepreneurial fear of failure. This relationship is shown by the negative sign of the estimate, 

which is -0.135 (W = 3.714, p < .10). However, the analysis shows that Foreclosed and Diffused 

are not significantly associated with entrepreneurial fear of failure.  

 

Variable Estimate Std. Error Wald df Sig. 

95% Confidence 

Interval 

Lower 

Bound 

Upper 

Bound 

Threshold [Fear of failure = 1] -1.873 .434 18.628 1 .000 -2.724 -1.023 

[Fear of failure = 2] -.417 .424 .967 1 .326 -1.249 .414 

[Fear of failure = 3] .783 .438 3.187 1 .074 -.077 1.642 

Location Gender .098 .156 .393 1 .531 -.208 .404 

Age -.040 .017 5.518 1 .019 -.074 -.007 

Achieved .145 .071 4.155 1 .042 .006 .283 

Foreclosed -.101 .069 2.129 1 .145 -.237 .035 

Diffused -.029 .069 .173 1 .677 -.165 .107 

Moratorium -.135 .070 3.714 1 .054 -.271 .002 

Table 3: Parameter estimates. (Link function: Negative Log-log.) 

(Source: Authors) 

 

The analyses indicate that the overall model was significant, χ2(6, n = 273) = 12.153, p < .10. 

Furthermore, according to Deviance criterion there was a good model fit on the basis of the 

employed covariates, χ2(729, n = 273) = 659.386, p > .10.  
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Additionally, the slope coefficients in the model were the same across dependent variable 

categories (and lines of the same slope were parallel), as the parallel lines assumption was not 

violated, χ2(12, n = 273) = 14.842, p > .10. 

 

5. CONCLUSION 

In conclusion, this study has explored the relationship between financial identity and 

entrepreneurial fear of failure, finding that achieved and moratorium aspects of financial 

identity have a significant impact on the level of fear of failure experienced by entrepreneurs. 

The study highlights the importance of understanding the various aspects of financial identity 

in predicting entrepreneurial behavior and outcomes. The findings of this study suggest that 

entrepreneurs who have achieved a clear financial identity and have a solid understanding of 

their financial goals and priorities are less likely to experience fear of failure. This finding has 

important implications for entrepreneurs, who may benefit from reflecting on their financial 

identity and goals as a means of mitigating the fear of failure that may be holding them back. 

Furthermore, the positive relationship between moratorium and fear of failure suggests that 

entrepreneurs who are still exploring and experimenting with different financial goals and 

priorities may be more prone to experiencing fear of failure. This finding highlights the 

importance of providing support and resources to entrepreneurs in the early stages of their 

financial identity development to help them navigate this potentially challenging period. The 

study has several limitations that should be acknowledged. First, the study relied on self-

reported data, which may be subject to social desirability bias. Future studies may benefit from 

using multiple methods of data collection to address this limitation. Second, the study only 

examined the impact of financial identity on fear of failure and did not consider other potential 

factors that may influence entrepreneurial behavior and outcomes. Future studies may benefit 

from examining the impact of other factors such as social support, risk tolerance, and 

opportunity recognition on entrepreneurial behavior. Finally, the study used a sample of 273 

individuals drawn from various industries, which may limit the generalizability of the findings. 

Future studies may benefit from using a larger and more diverse sample to enhance the external 

validity of the findings. Despite these limitations, this study has made an important contribution 

to the literature on financial identity and entrepreneurship. By examining the impact of different 

aspects of financial identity on fear of failure, the study has highlighted the importance of 

understanding the complex relationship between financial identity and entrepreneurial 

behavior. The study's findings have practical implications for entrepreneurs, policymakers, and 

support organizations, who may use this knowledge to help entrepreneurs overcome the fear of 

failure and achieve greater success in their ventures. 
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ABSTRACT 

After a period of several years of slower market price growth than the long-term average, price 

inflation accelerated again in 2021 and, accordingly, the mentioned topic became the main 

focus of the public and the media. The war in Ukraine raised the prices of energy products on 

the world market, and since the countries of the EU mainly rely on oil and gas, the growth of 

these has spilled over into the European market. The main goal of the research is to analyze 

the impact of inflation during 2021 and 2022 on the standard of living of the citizens of Croatia. 

The research aims to explain the willingness of the citizens of Croatia to pay higher energy 

prices in order to sanction Russia. The research was conducted through a questionnaire in 

which a total of 247 respondents participated. The hypotheses of the work were confirmed 

and/or refuted after processing the data through the calculation of the Cronbach Alpha 

coefficient, the implementation of the T-test and the analysis of descriptive statistics. The last 

part of the paper refers to making a general conclusion based on the research results. 

Keywords: price growth, inflation, energy products, oil, gas, war in Ukraine, Russia, standard 

of living 

 

1. INTRODUCTION 

Energy prices and their fluctuations during a certain period play a major role in economic 

activity and the achievement of well-being in a certain country. Croatia, which has the 

characteristics of an open and relatively small economy, is significantly subject to movements 

and the influence of energy prices on a global level. In other words, the effects of "economic 

shocks" that occur on the world market can be transferred to the final consumers in the country. 

As one of such shocks, the rise in energy prices as a result of the start of the war in Ukraine 

should be singled out. A significant increase in inflation certainly affects the standard of living 

of consumers in each of the affected countries, and in domestic circumstances, the rise in energy 

prices also increases the prices of gas, water, electricity and other communal services. For a 

better understanding of inflationary processes, it is important to analyze in what way and how 

consumers perceive inflation. Inflationary perception has proven to be very important for many 

scientific studies that investigate the deviation of consumer opinion from actual price 

movements recorded in official statistics. For many scientists in the field of economics, the 

focus of research is on understanding consumer perception towards daily price changes on the 

market (Stanisławska, 2019). The perception of inflation is influenced not only by the prices of 

goods and services, but also by media announcements, the movement of real estate prices, and 

expectations of inflation in the minds of consumers. The data collected by the Croatian Central 

Bank point to the fact that throughout the observed period in 2021, the perceived inflation was 
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significantly higher than the actual inflation. One of the most important effects of inflation is 

precisely the distribution of income and wealth, because if inflation increases continuously over 

the years, for example, the lender will receive less and less money through instalment payments 

because the value of money is decreasing. The aim of this paper is to prove whether there is a 

connection between inflation and consumer behaviour. Furthermore, the paper analyses 

changes in the consumer price index during the period of the beginning of inflation growth in 

2021. The aim of the paper is to check which goods and services have increased in price during 

the onset of inflation in 2021 and 2022. The subject of the paper is to study the relationship 

between real inflation and expected consumer inflation and to check whether the real level of 

inflation is the same as the perceived consumer inflation according to the official data of the 

Croatian Bureau of Statistics. At the beginning of 2022, the war in Ukraine began, the 

consequences of which left their mark on the increase in the prices of goods and services in 

Croatia. More precisely, the paper investigates the impact of war on current economic events 

in the world, especially the impact of the increase in energy prices on the lives of consumers. 

 

2. RESEARCH FRAMEWORK AND METHODOLOGY 

2.1. Subject, aim, and hypotheses of the research 

The subject of the research is to analyze the effect of the increase in oil and/or gas prices on the 

world market on the standard of living of the citizens of Croatia. The aim of the research is to 

investigate the impact of the war in Ukraine on the personal consumption and savings of the 

citizens of Croatia and the impact of the global increase in inflation rates on the change in the 

financial structure of the household. It is also important to know how consumers perceive 

inflation due to its significant impact on the level of consumption and thus savings. The aim of 

the research is to explain the cause-and-effect relationship between the impact of the rising 

inflation rate and the life of the citizens of Croatia. The work is aimed at analysing the views 

of the respondents on the sanctions of the EU against Russia, that is, the work aims to investigate 

the willingness of citizens to accept higher prices for goods and services in order to punish the 

aggressor. Furthermore, citizens' views on accepting Ukraine as a new member of the EU were 

examined in order to reduce the consequences of the war for the aforementioned country and 

to resolve the war as soon as possible.  

 

The following research hypotheses were formed: 

• H1: Due to the increase in market prices of oil and gas, the financial situation of the citizens 

of Croatia is changing. 

 

This hypothesis aims to investigate the impact of the global increase in oil and/or gas prices on 

the change in the respondents' financial structure. More specifically, we want to analyze the 

impact of inflation on consumption, savings, disposable income and the satisfaction of basic 

life needs (food, housing, water) of the household. The hypothesis also deals with the question 

according to which (or not) goods and services the respondents reduced their expenditures due 

to the increase in prices. 

 

• H2: Citizens of Croatia are ready to pay higher oil and/or gas prices for years in order to 

maintain sanctions against Russia. 

 

The aforementioned hypothesis examines the readiness of the citizens of Croatia to face the 

consequences of inflation in order to punish Russia for invading Ukraine. Furthermore, the 

hypothesis analyses the attitudes of respondents related to the acceptance of Ukraine as a new 

member of the EU and the attitudes related to the sanctions imposed against Russia. 
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2.2. Methodology 

In the conducted research, an inductive method was used, which draws general conclusions 

from individual cases. In other words, through induction, one learns, that is, makes a conclusion 

about new laws and facts based on individual knowledge and/or cases. The advantage of the 

survey is that the respondents remain anonymous, which increases the possibility of collecting 

objective answers. The research was conducted on online samples that are daily active on social 

networks such as Facebook and Instagram. Therefore, the survey questionnaire could be 

completed by the population that knows how to use the Internet and the Google form tool. The 

survey was open for completion from April 27, 2022 to May 10, 2022. The total number of 

respondents who completed the survey was 247. The survey consisted of a total of 18 questions, 

of which the first seven questions were intended to collect socio-demographic data about the 

respondents, such as gender, age group, monthly income, place of residence and the like. Other 

questions related to confirming or rejecting the two hypotheses. The questions were in the form 

of scales, i.e. Likert's scale for examining respondents' attitudes from 1 to 5. Grade 1 means I 

completely disagree with the statement, grade 2 - I disagree, grade 3 - neither agree nor disagree, 

grade 4 - I agree and score 5 - I completely agree. Furthermore, the interpretation of the 

collected data is presented in the form of a graph. Some values are shown as percentages, and 

numerical and percentage values are listed in the graph description. In the discussion of the 

results, some of the tests for proving the hypotheses were carried out. The Cronbach Alpha 

coefficient was performed on 10 items, and the coefficient indicates the validity of the 

measurement scale, that is, it measures its reliability. Reliability in this case indicates the 

absence of measurement errors in the test, that is, it indicates the accuracy of measurements 

during research. The Cronbach Alpha coefficient can take on values from 0 to 1, and the closer 

the value is to 1, the more reliable the measurement scale is. The results of the questions that 

were carried out using the Likert scale were presented using descriptive statistics, which 

calculated the maximum and minimum value of the answer, the mean value, the arithmetic 

mean and the variance for each of the questions. In addition, a T-test was performed for 

hypothesis 1 and 2, which tests the significance of the differences between the samples. In other 

words, the T-test compares the arithmetic means of the statements. The last tool used for data 

processing is the Pearson coefficient, which is used to analyze the extent to which one variable 

affects another, that is, to analyze the cause-and-effect relationship between variables. 

 

2.3. Results 

The research was conducted on a total of 247 respondents. Out of a total of 247 respondents, 

there were 180 female (72.9%) and 67 male respondents (27.1%). The highest percentage of 

the age group is the group from 25 to 34 years old with a share of 36.8%. The age group from 

18 to 24 years accounts for a share of 25.1%, while the least respondents are 60 years and older, 

which accounts for 1.6%. Most respondents have a secondary vocational education, 51% of 

them, and accordingly 74.1% of them are employed. As for other employment status data, the 

unemployed make up a share of 4.9%, and pensioners 3.2%. Respondents most often have a 

monthly income of HRK 5,001 to HRK 7,000 (1 EURO is fixed to 7.5345 HRK), which is 

23.9%. The smallest number of respondents, six of them, have a monthly income of HRK 

15,001 or more. Furthermore, most respondents live in Koprivnica-Križevci County, 36.4%, 

and from Međimurje County with a share of 36.4%. Among the respondents, the largest number 

of household members consists of 3 to 4 members with a percentage of 50.2%. 

 

 

 

 

Table following on the next page 
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DESCRIPTION n % 

GENDER 

Female 180 72,9% 

Male 67 27,1% 

AGE 

18-24 years 62 25,1% 

25-34 years 91 36,8% 

35-44 years 51 20,6% 

45-54 years 30 12,1% 

55-64 years 9 3,6% 

65+ years 4 1,6% 

EDUCATION LEVEL 

Primary education 5 2% 

Secondary education 126 51% 

Bachelor level 54 21,9% 

Master level 61 24,7% 

PhD 1 0,4% 

ACTIVITY STATUS 

Employed 183 74,1% 

Unemployed 12 4,9% 

Full time student 38 15,4% 

Retired 8 3,2% 

Other 6 2,4% 

MONTHLY INCOME 

Zero income 28 11,3% 

1-3000 HRK 31 12,6% 

3001-5000 HRK 46 18,6% 

5001-7000 HRK 59 23,9% 

7001-9000 HRK 42 17% 

9001-12000 HRK 19 7,7% 

12001-15000 HRK 16 6,5% 

15001+ HRK 6 2,4% 

NUMBER OF HOUSEHOLD MEMBERS 

One 15 6,1% 

Two 44 17,8% 

Three to four 124 50,2% 

Five to six 53 21,5% 

Seven and more 11 4,5% 

Table 1: Socio-demographic structure of respondents 

 

In Table 2, the Cronbach Alpha coefficient was measured for a total of 10 items, or particles. 

In order to determine the reliability of the research, the specified coefficient was calculated. 

The Cronbach Alpha coefficient of the data collected by the research is 0.718, which means 

that the reliability of the measurement scales can be considered as very good. 

 

Cronbach Alpha coefficient N of items 

0,718 10 

Table 2: Cronbach Alpha coefficient 

 

Table 3 shows the questions related to confirming or rejecting hypothesis H1 and hypotheses 

H2. Hypothesis H1 is defined as "Due to the increase in the market prices of oil and gas, the 

financial situation of the citizens of Croatia changes", while hypothesis H2 defined as "Citizens 

of Croatia are ready to pay higher oil and/or gas prices for years in order to maintain sanctions 

against Russia". It was possible to evaluate the questions related to the hypotheses on a Likert 

scale from 1 to 5 (1-Completely disagree, 2-Disagree, 3-Neither agree nor disagree, 4-Agree, 

5-Completely agree. 
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According to the descriptive statistics, the highest arithmetic mean, which is 4.64, has the 

statement "Russia and Ukraine should reach an agreement as soon as possible in order to 

reconcile the state of war and return the prices of oil and gas as they were before", i.e. the most 

respondents believe that war should be reconciled as soon as possible in order to reduce the 

prices of energy products on the market. The lowest arithmetic mean, which is 3.25, is the 

statement "The EU should speed up the procedure for the entry of Ukraine as a new member", 

that is, of all the statements offered, the fewest respondents agree with the statement that 

Ukraine should become a member of the EU due to the war. 

 

 Min. Max. Mean 

Standard 

deviation 

The increase in oil and/or gas prices has 

affected the reduction of your monthly 

savings. 

1 5 3,84 1,354 

Your household's disposable income has 

decreased significantly due to higher 

expenses for oil and/or gas. 

1 5 3,66 1,303 

Due to the high prices of oil and gas, I have 

reduced my shopping for luxury goods. 

1 5 3,67 1,317 

A further increase in oil and/or gas prices 

will affect the satisfaction of your basic life 

needs. (food, drink, rent payment) 

1 5 3,60 1,271 

Do you support EU sanctions against 

Russia? (flight ban, limited export, bans on 

sports competitions) 

1 5 3,88 1,282 

 The EU should conclude contracts with 

other countries for the import of oil and/or 

gas. 

1 5 4,56 ,813 

The increase in the price of oil and gas will 

increase citizens' interest in the use of 

electric cars, solar panels and greater use of 

renewable energy sources. 

1 5 3,55 1,205 

Russia and Ukraine should come to an 

agreement as soon as possible in order to 

reconcile the state of war and return oil and 

gas prices to what they were before. 

1 5 4,64 ,730 

The Government of Croatia should have 

adopted more effective measures in order to 

stop the further increase in energy prices. 

1 5 4,62 ,806 

The EU should speed up the procedure for 

the entry of Ukraine as a new member. 

1 5 3,25 1,266 

Table 3: Descriptive statistics for hypothesis 1 and 2 

 

 

The increase in oil 

and/or gas prices has 

affected the reduction of 

your monthly savings. 

Your household's 

disposable income has 

decreased significantly 

due to higher expenses 

for oil and/or gas. 

Due to the high prices 

of oil and gas, I have 

reduced my shopping 

for luxury goods. 

A further increase in oil 

and/or gas prices will affect 

the satisfaction of your 

basic life needs. (food, 

drink, rent payment). 

Mean 3,84 3,66 3,67 3,60 

Median 4,00 4,00 4,00 4,00 

Mode 5 5 5 5 

Standard 

deviation 

1,354 1,303 1,317 1,271 

N=247 

Table 4: Descriptive statistics for hypothesis 1 
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Mode Mean Variance 

The increase in oil and/or gas 

prices has affected the reduction of 

your monthly savings. 

3,84 3,84 ,008 

Your household's disposable 

income has decreased significantly 

due to higher expenses for oil 

and/or gas. 

3,66 3,66 ,007 

Due to the high prices of oil and 

gas, I have reduced my shopping 

for luxury goods. 

3,67 3,67 ,007 

A further increase in oil and/or gas 

prices will affect the satisfaction of 

your basic life needs (food, drink, 

rent payment). 

3,60 3,60 ,007 

N=247 

Table 5: T-test for H1 

 

Table 5 shows the results of the T-test for hypothesis 1, which tests the significance of the 

differences between the samples. By analysing the results, statements whose arithmetic mean 

is greater than 3, which represents neither agree nor disagree with the stated statement, are 

confirmed, and statements whose arithmetic mean is less than 3 are rejected. All statements 

related to hypothesis H1 can therefore be confirmed because the arithmetic mean is more of 3 

with a low standard deviation in the interval of 0.007-0.008. 

 
 

  The increase in 

oil and/or gas 

prices has 

affected the 

reduction of your 

monthly savings. 

Your household's 

disposable 

income has 

decreased 

significantly due 

to higher 

expenses for oil 

and/or gas. 

Due to the high 

prices of oil and 

gas, I have 

reduced my 

shopping for 

luxury goods. 

A further 

increase in oil 

and/or gas prices 

will affect the 

satisfaction of 

your basic life 

needs. (food, 

drink, rent 

payment) 

The increase in oil and/or gas prices 

has affected the reduction of your 

monthly savings. 

Pearson's 

coefficient 

1 ,732 ,635 ,500 

 

Your household's disposable income 

has decreased significantly due to 

higher expenses for oil and/or gas. 

Pearson's 

coefficient 

,732 1 ,719 ,552 

 

Due to the high prices of oil and gas, 

I have reduced my shopping for 

luxury goods. 

Pearson's 

coefficient 

,635 ,719 1 ,534 

 

A further increase in oil and/or gas 

prices will affect the satisfaction of 

your basic life needs. (food, drink, 

rent payment) 

Pearson's 

coefficient 

,500 ,552 ,534 1 

Table 6: Pearson's coefficient for H1 
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It was determined that the variable "The increase in oil and/or gas prices affected the reduction 

of your monthly savings" has a positive correlation with all other statements and is statistically 

significant for the hypothesis H1. The variable "Increase in oil and/or gas prices affected the 

reduction of your monthly savings" has a positive correlation, that is, it affects the disposable 

income of the household where the value of the coefficient is 0.732. The observed variable is 

also positively correlated with the variable related to the purchase of luxury goods, where the 

coefficient is 0.635, and it also affects the variable of meeting basic life needs (food, drink, 

paying rent) due to the increase in oil and/or gas prices with a coefficient of 0.500. The second 

variable "The disposable income of your household has decreased significantly due to higher 

expenses for oil and/or gas" has a positive correlation, i.e. it affects the respondent's monthly 

savings, where the coefficient is 0.732. Furthermore, the observed variable affects shopping for 

luxury goods with a coefficient of 0.719, as well as the satisfaction of basic life needs, where 

the coefficient is 0.552. The third variable "Due to high oil and gas prices, I reduced my 

shopping for luxury goods" is positively correlated with the variable that defines the change in 

monthly savings due to higher oil and gas expenses, where the coefficient is 0.635. Also, the 

observed variable affects the disposable income of the household with a coefficient of 0.719 

and is positively correlated with the variable that defines the satisfaction of basic life needs with 

a coefficient of 0.534. The last variable "Further increase in oil and/or gas prices will affect the 

satisfaction of your basic life needs (food, drink, rent payment)" is positively correlated with 

the variable that defines the impact of the increase in oil and gas prices on the respondents' 

monthly savings, and the coefficient is 0.5. The observed variable has a positive relationship 

with the change in disposable income, where the value of the coefficient is 0.552, and it also 

affects the variable that observes shopping for luxury goods with a coefficient of 0.534. 

According to the analysis of the Pearson coefficient, it is concluded that all variables are in a 

positive relationship and are statistically significant for the research. 

 
 

 

Do you support 

EU sanctions 

against Russia? 

(flight ban, limited 

export, bans on 

sports 

competitions) 

The EU should 

conclude contracts 

with other countries 

for the import of oil 

and/or gas. 

The increase in 

the price of oil 

and gas will 

increase citizens' 

interest in the 

use of electric 

cars, solar panels 

and greater use 

of renewable 

energy sources.  

Russia and 

Ukraine should 

come to an 

agreement as soon 

as possible in 

order to reconcile 

the state of war 

and return oil and 

gas prices to what 

they were before. 

The Government 

of Croatia 

should have 

adopted more 

effective 

measures in 

order to stop the 

further increase 

in energy prices. 

The EU 

should 

speed up 

the 

procedure 

for the 

entry of 

Ukraine as 

a new 

member. 

Mean 3,88 4,56 3,55 4,64 4,62 3,25 

Median 4,00 5,00 4,00 5,00 5,00 3,00 

Mode 5 5 5 5 5 3 

Standard deviation 1,282 ,813 1,205 ,730 ,806 1,266 

N=247 

Table 1: Descriptive statistics for H2 
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Do you 

support EU 

sanctions 

against 

Russia? 

(flight ban, 

limited 

export, bans 

on sports 

competitions) 

 The EU 

should 

conclude 

contracts 

with other 

countries for 

the import of 

oil and/or 

gas. 

The increase 

in the price 

of oil and gas 

will increase 

citizens' 

interest in the 

use of 

electric cars, 

solar panels 

and greater 

use of 

renewable 

energy 

sources. 

Russia and 

Ukraine 

should come 

to an 

agreement as 

soon as 

possible in 

order to 

reconcile the 

state of war 

and return oil 

and gas 

prices to 

what they 

were before. 

The 

Government 

of Croatia 

should have 

adopted 

more 

effective 

measures in 

order to stop 

the further 

increase in 

energy 

prices. 

The EU 

should speed 

up the 

procedure for 

the entry of 

Ukraine as a 

new member 

state. 

Do you support EU 

sanctions against 

Russia? (flight ban, 

limited export, bans on 

sports competitions) 

 

Pearson’s 

coefficient 

1 ,280 ,241 ,109 ,105 ,189 

 

 The EU should 

conclude contracts 

with other countries 

for the import of oil 

and/or gas. 

 

Pearson’s 

coefficient 

,280 1 ,143 ,151 ,157 ,131 

 

The increase in the 

price of oil and gas 

will increase citizens' 

interest in the use of 

electric cars, solar 

panels and greater use 

of renewable energy 

sources. 

 

Pearson’s 

coefficient 

,241 ,143 1 ,111 ,080 ,205 

 

Russia and Ukraine 

should come to an 

agreement as soon as 

possible in order to 

reconcile the state of 

war and return oil and 

gas prices to what they 

were before. 

 

Pearson’s 

coefficient 

,109 ,151 ,111 1 ,397 ,125 

 

The Government of 

Croatia should have 

adopted more effective 

measures in order to 

stop the further 

increase in energy 

prices. 

 

Pearson’s 

coefficient 

,105 ,157 ,080 ,397 1 ,121 

 

The EU should speed 

up the procedure for 

the entry of Ukraine as 

a new member state. 

Pearson's 

coefficient 

,189 ,131 ,205 ,125 ,121 1 

Table 8: Pearson's coefficient for H2 
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Using Pearson's correlation coefficient, in Table 8, the connection between the variables 

defined in hypothesis H2 was tested. It was determined that the variable "Do you support EU 

sanctions against Russia?" (ban on flights, limited exports, bans on sports competitions)" in a 

positive correlation, i.e. that it affects the variable related to the signing of contracts with other 

countries for the import of energy by the EU, the coefficient is 0.280. The observed variable 

has a positive correlation with the variable that observes citizens' interest in the use of electric 

cars, solar panels and the use of renewable energy sources due to the increase in oil and/gas 

prices with a coefficient of 0.241. Also, the variable affects the adoption of an agreement to 

reconcile the state of war between Ukraine and Russia, where the coefficient is 0.109, and it 

also affects the adoption of more effective measures by Croatia to regulate the price of energy 

products with a coefficient of 0.105. The observed variable has a positive relationship with the 

variable related to the acceleration of the procedure for the entry of Ukraine as a new member 

of the EU, and the coefficient is 0.189. 

 

3. DISCUSSION 

According to the results of the research carried out in the paper, respondents on average agree 

with the imposed European sanctions against Russia and agree with the statement that Croatia 

should enter into contracts with other countries for the import of oil and/or gas. According to 

the forecasts of the European Central Bank (hereafter: the ECB), if stricter sanctions continue 

to be imposed on Russia, there will be greater disruptions in global value chains because a 

permanent reduction in the import of Russian gas will result in higher energy costs and will 

have a negative effect on the economy within the entire euro area. The ECB appeals that in this 

case the effects of the war would be temporary until Russian energy is replaced with other 

energy sources. Accordingly, the GDP growth rate within the euro area would amount to 2.5% 

in 2022, while inflation would grow by as much as 5.9% (ECB, 2022). Certainly, the 

humanitarian crisis and lost human lives are the biggest negative consequences of the war in 

Ukraine. In addition, looking from the economic aspect, it can be concluded that the war brings 

with it a great risk and uncertainty regarding the global energy supply, because the rise in the 

prices of food products and energy results in the growing inflation that consumers have to face. 

Russian and Ukrainian influence on the global economy is significant because these countries 

together account for 20% of the world's wheat exports, 20% of the world's exports of artificial 

fertilizers and corn, and 11% of the oil exports that were exported, and on which many European 

countries depend (ECB, 2022). If this price increase continues, the price of inputs for producers 

will also increase accordingly, which will eventually "pass" the price increase on to end 

consumers. As confirmed in the empirical research carried out in the paper, this kind of price 

growth greatly affects the personal income, consumption and savings of consumers, which 

ultimately affects the standard of living of the country's population. Another issue imposed by 

the war is the issue of nature protection. Namely, the transition of member states to an energy 

system using renewable energy sources is one of the main tasks of the EU until 2050. Achieving 

such a system requires major changes in sustainable investment, the acquisition of technology 

and techniques for such a system, the gradual abolition of fossil fuels, but it also requires a 

change in consumer awareness regarding environmental protection. The war in Ukraine has 

consequently affected the interruption of energy and food supplies, which may in the future be 

a start towards investment in renewable energy sources (Steffen and Patt, 2022). 

 

4. CONCLUSIONS 

Energetics such as oil and gas are one of the main drivers of inflation in the world. That changes 

in energy prices affect the general level of prices is evident through indirect and direct effects. 

How and to what extent changes in energy prices will affect general inflation and, consequently, 

the standard of living of consumers depends on the importance of raw materials, i.e. energy, in 
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the total export or import of a given country. For example, in countries where poverty and low 

living standards prevail, a drop in the general level of energy prices will result in economic 

growth. On the other hand, the increase in energy prices on the world market can lead to a 

serious increase in inflation, which mainly affects the end consumers the most. In the period of 

rising inflation, there are changes in consumption, savings, investments and the overall standard 

of living. The main task of any country's monetary policy is to maintain price stability, which 

can be achieved through controlled inflation. A stable and low level of inflation is associated 

with a higher level of economic development and activity and an increase in employment. Such 

inflation contributes to the transparency of prices, in other words, inflation helps consumers to 

receive quality and true information about the relative value of individual goods through prices, 

which makes it easier for consumers to make rational decisions about consumption and savings, 

and thus increases the well-being of the population. According to the data on the Consumer 

Price Index in Croatia in 2022, it can be concluded that there was an increase in prices in the 

groups of all goods and services, and the largest price increase on an annual level was recorded 

in the Energy group with a price increase of 21.5% in May 2022. compared to the same month 

in 2021. The research carried out in the paper confirms the hypothesis "Due to the increase in 

the market prices of oil and gas, the financial situation of the citizens of Croatia is changing." 

Namely, 45.7% of the respondents fully agreed with the statement that the increase in oil 

and/gas prices had an effect on the reduction of monthly savings, and 35.6% fully confirmed 

that the monthly household incomes decreased. It can be concluded that due to the increase in 

oil and/or gas prices, monthly expenses decreased the most in the Expenditure for trips/travel 

category, which was confirmed by 57.1% of respondents. Furthermore, the respondents 

confirmed that the sudden growth of inflation during 2022 affects the satisfaction of basic life 

needs such as food, drinks and housing, which is proof that the livelihood of the citizens of 

Croatia is in question and that the monetary policy of the state should adopt more effective 

measures as soon as possible. The research also confirmed the second hypothesis, which reads 

"Citizens of Croatia are ready to pay higher oil and/or gas prices for years in order to maintain 

sanctions against Russia." More precisely, the majority of respondents support the sanctions 

imposed by the EU against Russia, which refers to flight bans, limited exports and bans on 

sports and other competitions. As many as 46.2% of respondents fully agreed with this 

statement, and only 7.3% of them do not support the imposition of sanctions against Russia. In 

addition, the majority of respondents believe that the EU should conclude contracts with other 

countries for the import of oil and gas. In the end, the survey confirmed that respondents are 

dissatisfied with the state's measures against inflation and believe that the state should adopt 

more effective measures to reduce the effects of the increase in oil and gas prices on the living 

standards of the citizens of Croatia. 
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ABSTRACT 

This work has as its theme the influence of the most relevant locational factors in the process 

of territorial settlement of educational institutions. Its relevance is perceived through the 

conception that the locational process of structures properly accomplished is capable of 

mitigating diverse risks, ranging from issues related to people's comfort to, even, institutional 

security. As a problem, the questioning about which are the most relevant locational factors 

that should be considered in the process of territorial settlement of educational institutions 

stands out. The objective of this study is to identify the main locational factors to be considered 

in the process of territorial allocation of educational institutions. To this end, a qualitative 

approach of a basic nature and exploratory objective was used as a methodology, employing a 

bibliographical and documental review as a procedure. The limitation of this work was that it 

did not consider locational factors fragmented by geographic regions, and this refinement 

could be the subject of future studies. As the main result obtained by this research were 

identified the 9 main locational factors capable of influencing the territorial settlement process 

of educational institutions: accessibility condition; infrastructural conditions for 

implementation; relationship between demand and the concentration/offering of the service or 

stuff; disasters risks; comfort index; provision of basic infrastructure; security conditions; 

gross domestic product per capita; distance from headquarters. Among the practical 

implications of this work, the contribution to the deepening of existing knowledge about the 

locational factors that affect the territorial location of educational institutions stands out, as 

well as the possibility of associating the 9 main locational factors identified by this study with 

the decision support models in order to enable a greater degree of efficiency in the territorial 

dispersion process of institutions of an educational nature. 

Keywords: Territorial Settlement, Location Criteria, Locational Factors, Educational 

Institutions 

 

1. INTRODUCTION   

On locational issues that correlate with the scope of educational institutions, Al-Sabbagh (2020) 

states that a non-ideal geographic distribution of these organizations can make it difficult for 

populations to access school locations, promoting an increase in school dropout and evasion 

rates, while an adequate spatial dispersion of educational units is capable of boosting the 
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improvement of the educational process itself. Suggests Sakti et al (2022) that the establishment 

of an educational unit in a location that has ideal conditions for the execution of the activities 

to be practiced by that institution also facilitates the achievement of education goals. In this 

sense, in order to achieve success in this process, according to Phongpipattanapan and 

Dasananda (2013), an analysis is necessary that does not fail to cover, among other points, 

issues related to the demography and spatial distribution of the local population. 

Complementing the idea of the importance of analyzing demographic and spatial issues for the 

process of allocating educational institutions, Araya et al (2012) suggest that it does not make 

sense to install such units in regions with low demand for the educational service to be offered, 

nor in locations where, even if the demand is present, there is already a robust offer for that 

product, in order to avoid incurring in the underutilization of the educational unit due to 

insufficient demand or excessive regional supply, negatively impacting the relationship 

between the volume of capital applied and the degree of benefit returned to populations. 

 

2. METHODOLOGY 

This study used a research with a qualitative approach and of a basic nature. In attention to the 

objectives, there is, in this study, a general predominance of an exploratory profile, while, 

procedurally, bibliographical and documental research were adopted in relation to data 

collection. This procedural apparatus for data collection was carried out through a systematic 

scan of the Scopus base – bibliometric research –, by works concentrated on 2 specific themes: 

i - decision support models applied to the territorial settlement of teaching institutions; ii - 

locational factors applied to the territorial settlement of diverse structures, added to a 

complementary, non-systematized search, on the same scopus base, on the subject locational 

factors applied to the territorial settlement of diverse structures. Associated with the reported 

procedures, still in order to collect data that supported the identification of the locational factors 

reported in this study, a survey of the locational factors arranged in the Simulation for 

Reorganization of the units of the Brazilian Federal Network of Professional, Scientific and 

Technological Education was carried out. 

 

3.THEORICAL FOUNDATION 

In order to contribute to the settlement of educational institutions in suitable locations for the 

execution of their activities, a systematic review of the literature was carried out on the most 

relevant locational factors to be considered in the process of choosing the location of 

educational establishments, categorized, as shown in table 1, under the 3 fundamental pillars of 

sustainability. 

 

Locational Factors Adhering Pillars of Sustainability 

Accessibility Conditions Social and Economic 

Infrastructural Conditions for Implementation Environmental, Social and Economic 

Supply/Demand Ratio of a Service or Good Environmental, Social and Economic 

Disaster Risk Environmental, Social and Economic 

Comfort Index Social and Economic 

Provision of basic Infrastructure Environmental, Social and Economic 

Security Condition Social and Economic 

Gross Domestic Product Per Capita Environmental, Social and Economic 

Distance from the Administrative 

Headquarters 

Environmental, Social and Economic 

Table 1: Relationship between the 9 locational factors identified in this study and their 

adherence to the fundamental pillars of sustainability 

(Source: Prepared by the authors themselves) 
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3.1. Accessibility Conditions 

The planning of new installations, especially public ones, must include the study of the ideal 

locations where such establishments will be settled, this process being a key factor for 

sustainable urban planning. To this end, accessibility emerges as a relevant locational factor 

among the most varied forms of establishments (Elsheikh, 2022). In light of authors such as 

Strutynskaet al (2018), Al-Sabbagh (2020); Alhothaliet al (2022) and Ferrari et al (2022), the 

availability of structured and diversified passenger transport networks and lines with high 

capillarity is capable of helping to guarantee highly efficient accessibility to populations. The 

central idea would be that the availability of these transport structures, mainly public ones, 

would be able to increase the ability to come and go of local and regional populations, ensuring 

that they do not fail to enjoy certain services and goods due to incapacity or difficulty in 

Locomotion. A relevant factor is also the structural and operational conditions of the sets of 

roads that make up the closest regions. In this sense, for example, aspects such as the 

dimensions and state of conservation of the roads, their general traffic conditions, the type of 

road, the existence or not of duplicate roads, will facilitate or hinder access to those places (Al-

Sabbagh, 2020; Alhothaliet al, 2022; Elsheikh, 2022). Intrinsically linked to road conditions 

and the capacity of the transport offer is the duration of trips. Lin and Xu (2022) understand the 

duration of trips, that is, the time spent in moving populations to certain locations, as well as 

the distance between them, as relevant obstacles to accessibility to a given region. (Alhothaliet 

al, 2022). In continuity, it is stated by Al-Sabbagh (2020) that adequate spatial distribution 

favors efficient accessibility, producing shorter travel times and thus boosting results in the 

educational process. For the aforementioned author, highly efficient accessibility is the main 

factor in choosing to enroll a student among schools with similar teaching capacity, with 

distance and travel time between the student's home and the school unit being the preponderant 

elements. Therefore, it is possible to infer that accessibility is one of the main locational factors, 

if not the most relevant in numerous scenarios, for the establishment of the most diversified 

human organizations, being composed not only of aspects related to the physical distance 

between the user and the organization and the time of displacement between them, as well as 

less obvious parameters, such as the availability of a people transport system and the structural 

and operational conditions of the sets of roads that cross the regions of greater geographic 

proximity. 

 

3.2. Infrastructural Conditions for Implementation 

The selection of a land for the settlement of buildings must consider restrictions of multiple 

nature, encompassing geophysical, environmental and cultural aspects (Delivand et al, 2015). 

According to Delivandet al (2015) and Ferrari et al (2020), land with excessively steep 

conditions should be avoided. Their proportions should also be considered, since they are 

capable of intensely affecting the activities carried out there, whether in defining their 

usefulness or establishing their price, or even as a guarantee tool for banks to access credit, the 

size of the land exerts a direct influence on the most varied human activities (Abebeet al, 2022; 

Bulut and Celik, 2022; Li, Li and Nutapong, 2022; Maffezzoli, Ardolino and Bacchetti, 2022; 

Worlanyo, Alhassan and Jiangfeng, 2022; Zurek, 2022). A sub-factor to be observed, also 

linked to the proportions of the land, is whether the size of the site is able to support a parking 

capacity compatible with the number of people who will frequent the site (Alhothail, 2022). 

Equally relevant to this process are the economic value of the land available, the costs related 

to works, renovations and building maintenance, the amounts to be used in the acquisition of 

certain equipment that are necessary for the implementation of the establishment, or even the 

amounts to be made available to property lease title or acquisition of the land itself (Saktiet al, 

2022; Strutynskaet al, 2018).  
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Therefore, the particularities of each region will demand a specific infrastructural framework 

to house educational institutions, requiring careful evaluation in this regard during the 

locational process. 

 

3.3. Supply/Demand Ratio of a Service or Good 

The relationship between demand and concentration of services in a given location is yet 

another locational factor to be evaluated in the process of choosing locations for the settlement 

of educational institutions. When seeking an adequate geographical distribution of 

establishments of the same nature in a given territory, it is of great importance to assess the 

relationship between the local demand for the provision of the service offered and the 

concentration of providers of that service already existing in those locations, in order to avoid 

competition between the structures and the possible occurrence of a disordered geographic 

coverage (Alhothaliet al, 2022; Ebrahimiet al, 2022; Saktiet al, 2022). According to Ferrari et 

al (2022), the concept of demand point, used by this work, is connected to the idea of a place 

representing a certain group of people or things that require goods and services from the 

facilities. Armed with this understanding, it is plausible to assert that, by allocating an 

organization's facilities in the regions with the highest demand points, or at least in their 

vicinity, it is possible to minimize the travel time/distance between the demand points and the 

settled facilities (Alhothali et al, 2022). Ferrari et al (2022) even point out that the lower the 

costs and the time/distance to travel to the destination, the greater the demand will tend to be. 

However, demand tends to decrease as the distance – and its implications: cost and travel time 

– between the point of demand and the facility expands. For Saktiet al (2022), the main 

subfactor that feeds demand is the degree of population density existing in each region. Thus, 

the more densely populated a geographic region is, the greater its demand for products and 

services in general, including education, will tend to be. It is also indicated, however, that 

throughout the territorial allocation process of educational institutions, the relationship between 

the demand and the offer of the activities that will be developed by them in the region be 

considered, in order to enable balance to this dynamic (Al- Sabbagh, 2020; Saktie et al, 2022). 

With the purpose of promoting a regional proportionality in the relationship between the points 

of demand and supply, it is common to distribute educational units by coverage zone in order 

to meet the spatially distributed population demands, settling the establishments in such a way 

that they can attract steakholders from a set of nearby locations, establishing a geographical 

area covered by the power of attraction, influence or action of each of the settled units 

(Alhothaliet al, 2022). The geographic distribution by area of scope or coverage is abundantly 

used to determine the ideal territorial dispersion of school units, university campuses, police 

stations, vaccination centers, as in the cases portrayed, respectively, by the works of Al-

Sabbagh (2020), Morril and Beyers (1991), Elsheikh (2022) and Alhothali et al (2022). 

Therefore, the relationship between demand and supply works as a kind of marker to help in 

the decision of where to set up an educational institution , with scenarios where demand is 

higher than the service supply capacity in the region, favorable to the establishment of new 

facilities, while in locations with demand lower than such capacity, inadvisable to the 

establishment of new units (Al-Sabbagh, 2020; Saktiet al, 2022). 

 

3.4. Disaster Risk 

There are several works that raise various locational factors capable of influencing the choice 

of the ideal location for the settlement of the most different types of structures or organizations, 

however, there are almost no studies that include among these factors the risk for disasters, 

whether due to biological risk or multiple natural hazards (Sakti et al, 2022). According to Taet 

al (2022), the risk for technological disasters can also be added to the two subtypes of risks 

already presented, which encompass a range of events, such as, for example, catastrophes 
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caused by chemical products. In what Papavasileiouet al (2021) thinks, such risks bring with 

them not only aspects correlated to the actual occurrence of disasters, but also the feeling of 

psychological insecurity regarding the mere possibility of their occurrence, triggering feelings 

of fear, vulnerability and lack of of safety, which can, in turn, negatively influence the work 

performance of human beings. Evidence that the incidence of disasters actively impacts human 

activities, including educational ones, is the result provided through a study that evaluated the 

dynamics of enrollment rates in secondary schools in Malaysia, in the period from 1970 to 

2014, which concluded that the disasters that occurred in a given region, in general terms, 

negatively impacted enrollment rates in secondary schools in the locations where the disasters 

occurred (Kaur, Habibullah and Nagaratnam, 2018). Therefore, in a broad way, treating the risk 

of disasters as a whole, encompassing its three variants – biological risk, natural risk and 

technological risk –, it is obviously imperative to carry out a careful assessment of such hazards 

throughout the process of analysis for the territorial allocation of educational institutions. 

 

3.5. Comfort Index 

The concept of comfort has a close correlation with the idea of alleviating discomfort for not 

meeting basic human needs, as well as ensuring mental, physical and environmental well-being, 

emerging as influential factors for well-being, in this context, aspects such as a healthy, silent 

environment with adequate temperature (Freire et al , 2021; Xiao, 2022). In the light of deXiao 

(2022), it is suggested that there is a strong negative impact of atmospheric pollution on the 

governance capacity of institutions and on their human capital, reducing not only working 

hours, but also the productivity of employees, conceiving the hypothesis that organizations 

located in regions with severe air pollution tend to experience high problems in their managerial 

capacity. Regarding noise pollution, in developed and developing countries this type of 

pollution is one of the most relevant causes of reduced well-being of populations, negatively 

affecting their satisfaction with life (Yang, D. et al, 2022). Equally impacting the comfort index 

is the temperature of the environments, both indoors and outdoors. Excessively hot or cold 

spaces weaken people's health, deteriorating their sense of well-being and, consequently, their 

productive capacity (Alam, Sharma and Salve, 2022). On the subject, Abdallah (2022) 

postulates that thermal comfort in the premises of the buildings of educational institutions is a 

critical issue, since adequate temperatures for the comfort of students are necessary in order to 

encourage them to develop their daily study routines and interact with other members of the 

academic community. Therefore, in order to think of an index that is capable of measuring 

human comfort as close to its totality, according to Sakti (2022), one should not neglect aspects 

related, at least, the quality of the air to be breathed, the noise level to which it will be exposed 

for a prolonged period and the average temperature of the environments to be frequented. 

 

3.6. Provision of Basic Infrastructure 

According to Fisch-Romito (2021), access to infrastructure services is essential to meet basic 

human needs. Therefore, when selecting the territorial location in the settlement process of 

educational organizations, the convenience of choice should be guided by geographic and social 

factors, contemplating the provision of basic infrastructure present in each of the candidate 

regions (Strutynska et al, 2018). For Fish-Romito (2021) and Gai, Sir and Maulida (2022), the 

supply of electricity, water supply and availability of basic sanitation services are considered 

among the most basic infrastructure devices, as they meet the basic daily needs of societies. 

Permeated by a character of essentiality, the communication infrastructure, especially with 

regard to the internet and telephony, has a strong influence on economic and social aspects, 

being indispensable to the process of development of nations or regions, also establishing an 

intrinsic connection with basic infrastructural issues (Ighodaro, 2021). Equally composing the 

group of locational subfactors that are part of the subsidiary infrastructure, the local capacity to 
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provide regular access to fuels emerges, whether aiming to safeguard the locomotion capacity, 

through automotive fuels, or in order to enable the operation of certain commercial and 

industrial activities (Strutynskaet al, 2018; Maurya, P., Muthukumar, P. and Anandalakshmi, 

R., 2022). In summary, it can be concluded that thinking about locational factors for educational 

institutions without taking into account the diverse issues that involve the basic infrastructure 

of the different regions, whether those of a more essential nature or those with subsidiary 

characteristics, presents itself as an overly reckless situation. , because, as stated by Fisch-

Romito (2021), those are intended to meet the most elementary human needs. 

 

3.7. Security Condition 

According to Gai, Sir and Maulida (2022) security is one of the essential critical issues, which 

can act as a decisive factor in influencing the choice or not for a location in which to set up an 

establishment, since, as conceived by Hoffman and Shelby (2017), the feeling of insecurity 

tends to stimulate avoidance behavior. the latter, the sense of security itself, should also be 

considered in the design of spatial security conditions, and the analysis of security conditions 

should also be applied, as a priority, on a regional scale, to the detriment of an individual one 

(Berthold, Meyer and Dahlen, 2022). In order to address the issue of the relevance of the 

locational security factor, a study published by Hanchard (2020) sought to understand how data 

related to criminal statistics present in digital maps, such as Google Maps, influence people in 

their daily decision-making, resulting in the idea that the sense of security, generated by data 

such as crime rates present in digital maps, interfered with the experience of using spaces, 

having changed the way bodies feel. distributed in it, influencing different aspects of human 

life. In this sense, the result of the research published by Hanchard (2020), went beyond 

demonstrating that a sense of security is a highly important aspect for human beings, but that, 

in addition, the security condition is capable of interfering with man's disposition in space, 

influencing his decision-making, including with regard to locational issues. 

 

3.8. Gross Domestic Product Per Capita 

The allocation of developments in a region is not just a disconnected dynamic of a larger 

context, it is interconnected with the regional development process itself, possessing the 

capacity, depending on the nature of the establishments to be settled, of generating new 

opportunities for work, education and income to local populations. Therefore, obviously, this 

driving force originating from the installation of new organizations, especially educational 

ones, is endowed with higher social relevance in poor areas than in more affluent regions 

(Bojesen, Boerboom and Skov-Petersen, 2015; FERRARI et al, 2022). For this reason, Bojesen, 

Boerboom and Skov-Petersen (2015) and Ferrari et al (2022) suggest that searching, throughout 

the locational dynamics, for locations with a lower per capita GDP (gross domestic product) 

condition can benefit the development of those regions, providing a positive effect, for example, 

on job creation. However, complement Grizane and Jurgelane-Kaldava (2019), that robust 

organizations, such as universities, settled in a specific location influence not only their 

settlement region, but a multiple set of surrounding territorial entities. In this sense, the presence 

of educational institutions can lead to the locations of their allocation, as well as those 

surrounding them, an interconnected network to encourage local and regional development, 

which makes it obvious, of course, that the choice of such locations for allocations should also 

meet criteria that include demands linked to social responsibility. 

 

3.9. Distance from the Administrative Headquarters 

Corporations, according to De Beule et al (2022), seek various forms of structuring themselves 

and relationships with other organizations in order to optimize resources and, consequently, 

costs, with physical proximity emerging as a relevant factor in this process, in particular the 
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proximity between the parent company and its subsidiaries. Such geographic proximity is still 

able, for example, to provide management teams with access to a wider range of information 

sources, which tends to increase their monitoring capacity, in addition to reducing costs related 

to ensuring an adequate information flow (Firoozi, Magnan and Fortin, 2019).  

 

4. CONCLUSION 

Aspects of Geography are capable of broadly influencing the most varied spheres of human 

society, acting as constraints on human actions. In view of this, the selection of the geographic 

location for undertakings of the most diverse natures, in particular, in this case, that of 

educational establishments, emerges as an important critical success factor. Therefore, the 

development of the nine fundamental locational factors capable of influencing the territorial 

settlement process of teaching institutions – accessibility conditions; infrastructural conditions 

for implementation; supply/demand ratio of a service or good; disaster risk; comfort index; 

provision of basic infrastructure; security condition; gross domestic product per capita; distance 

from the administrative headquarters –, made possible by this work through the carrying out of 

an in-depth documental and bibliographical research of an exploratory nature, in addition to 

contributing to the deepening of the existing knowledge about locational factors that affect the 

process of territorial settlement of educational organizations, brings the possibility of 

associating the identified factors with decision support models in order to make it possible to 

increase efficiency in the process of territorial dispersion of institutions of an educational 

nature, which may prevent losses arising from an inadequate geographic distribution of 

educational establishments. As a limitation to this research, mention is made of the fact that 

public and private educational institutions are endowed with distinct particularities, which, 

naturally, are capable of affecting certain traits of the locational factors that influence the 

process of territorial settlement of educational organizations, therefore, future work on the 

subject is suggested, segmented by locational factors adherent to public educational institutions 

and locational factors more aligned to private educational units. 
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ABSTRACT 

Financial literacy is crucial for making informed financial decisions and managing financial 

resources effectively. This study assesses financial literacy levels in North Macedonia using the 

International Network on Financial Education (INFE) methodology developed by the 

Organization for Economic Co-operation and Development (OECD). The study compares 

financial literacy levels in North Macedonia with the global average and examines the 

relationship between financial literacy and various socio-economic factors. The study finds that 

financial literacy levels in North Macedonia are lower than the global average and that many 

individuals need to gain knowledge of basic financial concepts. Financial literacy levels vary 

among age groups, genders, education levels, and income groups, with younger and less-

educated individuals, women, and low-income groups having lower financial literacy levels. 

The study proposes a set of activities, measures, and recommendations to improve financial 

literacy levels in North Macedonia, including promoting financial education in schools, 

developing financial literacy programs for adults, and enhancing the availability of financial 

information and advice. The study emphasizes the importance of collaboration between 

government, private sector, and civil society organizations to improve financial education at 

all levels. In conclusion, the study highlights the critical importance of financial literacy in 

North Macedonia, particularly in globalization and the increasing availability of financial 

products. Improving financial literacy is essential for sustainable economic growth and can 

help individuals make informed financial decisions, protect against financial risks, and enhance 

their financial well-being. 

Keywords: financial education, financial literacy, globalization, INFE methodology, North 

Macedonia, sustainable economic growth 

 

1. INTRODUCTION 

At certain moments, people face the burden of making significant life decisions (employment, 

car purchase, family establishment, providing their own home, better education for their 

children, etc.). Considering the severity of the financial responsibility that arises in carrying out 

these decisions, a rise in the population's financial literacy level is imposed to deal more 

successfully with the challenges ahead. Financial literacy is understanding and effectively 

managing personal financial matters (Lusardi & Mitchell, 2014). Thus, financial literacy 

combines the awareness, knowledge, skills, attitude, and behavior necessary to achieve sound 

financial decisions, financial stability, and well-being1. This comprehensive definition is more 

of a traditional view of financial literacy, which focuses on awareness and knowledge of the 

critical financial concepts needed to manage personal finance, including mathematics.  

 
1 OECD/INFE Financial Literacy Measurement Toolkit, OECD definition for financial literacy, 2008, p.4 
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The paper aims to emphasize the importance and benefits of financial education for the 

population in North Macedonia and thus encourage the creation of a financial system that will 

generate better financial products and services, which provide social value and limits the 

possibility of financial fraud, manipulation, and abuses are aimed at improving the financial 

well-being of individuals and that of improving overall socio-economic development. One 

added value of this paper is an analysis of financial literacy and financial inclusion in North 

Macedonia with a comparison to world averages, analyzing reports of relevant international 

institutions. The paper continues with a second part on the issues related to the measurement of 

financial literacy, followed by the financial inclusion discussion as the third part, and financial 

endurance and financial well-being as the fourth and fifth part. The paper finishes with a 

conclusion as a wrap-up of the previous analysis. 

 

2. MEASUREMENT OF FINANCIAL LITERACY 

Financial literacy has become an important topic recently, with researchers and policymakers 

recognizing its importance. However, the first challenge in studying financial literacy is 

defining and measuring it. One commonly used tool is the Financial Literacy Survey (FLS), 

which was developed by the National Bureau of Economic Research (NBER) in 2006 (Lusardi 

& Mitchell, 2014). The FLS measures financial knowledge and behaviors related to budgeting, 

saving, investing, and credit management. Other popular tools include the Financial Capability 

Survey (FCS), which was developed by the Consumer Financial Protection Bureau (CFPB) in 

2009 (Collins et al., 2014), and the Financial Well-being Scale, which the Consumer Financial 

Protection Bureau developed in 2015 (CFPB, 2015).  Recently, financial literacy has been 

assessed and measured based on survey research and according to the standard INFE 

methodology (OECD)2. The OECD/INFE questionnaire contains questions for determining 

financial literacy to obtain a representation of the basic knowledge of the respondent and to 

point out his ability to obtain information and use knowledge of specific problems. Questions 

differ in style and content to avoid bias caused by the different ways of interpreting information 

by certain people or certain cultural norms. Some questions require an utterly free answer, while 

some offer a list of possible answers from which the respondent must choose. The questionnaire 

also encourages respondents to say if they do not know the answer to a question to convince 

them of accidental intrusion of the answers. 

 

2.1. Financial Literacy in North Macedonia 

What is reflected in the financial literacy in the analyzed country, we will primarily present and 

analyze the figures from the study and research of the OECD in which, according to the 

methodology of the OECD/INFE, the assessment of financial literacy is performed value that 

ranges between values 1 and 21 and consists of three elements: The range of financial 

knowledge is presented at the interval between 0-7, and our country holds the result of 3.9, 

while the average value for all countries involved in the research is 4.4. Then the next element 

is the assessment of the financial asset behavior moving in intervals 0 – 9, i.e., in the case of 

North Macedonia, the result is 5.1, close to the average value for the entire sample, which in 

this case is 5.3. The last element of the final grade represents the financial position moving in 

the interval of 1-5 and averages 3. At the same time, in the case of the analyzed country, it takes 

a value of 2.8. By completing the elements and their summation, the final grade of 11.8 is 

obtained index points for financial literacy from this research any participatory of 1076 

respondents for the country of origin, i.e., say the value obtained is lower than the average  

 

 

 
2 Organization for Economic Cooperation and Development (OECD) and International Network for Financial 

Education (INFE) 
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obtained for all countries involved in the survey of 12.7, which confirms the fact that our 

country has room for progress and greater involvement of institutions to improve these 

conditions.  

  
Financial 

literacy score 

 

% 

Financial 

knowledge 

 

% 

Financial 

behavior 

 

% 

Financial 

attitude 

 

% 

N. Macedonia 11.8 56.1% 3.9 56.1% 5.1 56.2% 2.8 56.1% 

Average 12.7 60.5% 4.4 62.8% 5.3 59.2% 3 61.6% 

Table 1: Results for the level of financial literacy 

(Source: Adapted from: OECD/INFE International Survey of Adult Financial Literacy, 2020, 

p.15) 

 

3. FINANCIAL INCLUSION  

The term inclusion refers to the process of promoting acceptable, timely, and appropriate access 

to a wide range of regulated financial products and services and expanding their use from all 

segments of society through the implementation of convenient existing and innovative 

approaches, including financial awareness and education with a view to promoting financial 

well-being, as well as economic and social inclusion (Atkinson and Messy, 2013). It is globally 

acknowledged that financial literacy and inclusion, along with the robust financial framework 

for consumer protection, are vital to strengthening personal finances in individuals and can 

contribute to the financial system's stability. That is why it׳s worthwhile for policymakers to 

have information on the level of financial involvement of consumers along with data on their 

financial literacy. Regarding financial inclusion, the OECD findings say that the population of 

countries3 covered by the survey is generally aware of financial products and services, but the 

use is relatively low. Less than half of the respondents used a financial product or service. 

Payment services are used primarily, and insurance products are the least. Financial 

involvement is a two-way process, which requires providing appropriate financial products on 

the supply side and the awareness of those products on the demand side. The chart shows that 

awareness is not a question in most economies covered in this study, with 83% of respondents, 

on average, responding that they are aware of at least 5 different financial products. Still, it can 

be noted that 23% of respondents reported, on average, that they had addressed their families 

and friends needing certain financial services. In the case of our country, this percentage is 

slightly higher, or 27% of Macedonian citizens said they had asked for help from their families 

and friends when faced with financial challenges. We can conclude that in North Macedonia 

and the region, there still is a traditional approach to support and trust, i.e., the expression of 

the synergy in the traditional families on which these citizens can always rely when needed. 

 

 

 

 

 

 

Chart following on the next page 

 

 

 

 

 
3 Participating countries and economies in alphabetical order are: Austria; Bulgaria; Colombia; Croatia; Czech Republic; 

Estonia; Georgia; Germany; Hong-Kong; China; Hungary; Indonesia; Italy; Korea; Malaysia; Moldova; Montenegro; Peru; 

Poland; Portugal; Republic of North Macedonia; Romania; Russia and Slovenia excludes France, Malta and Thailand. 
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Chart 1: Financial inclusion indicators 

(Source: Adapted from: OECD/INFE International Survey of Adult Financial Literacy, 2020, 

p.30) 

3.1. Holding (use) of financial products 

In this part of the research, a set of four indicators are considered that respondents currently 

own: 

• Savings, investment, or retirement products that are not mandatory (such as state pension, 

compulsory health insurance, or other). 

• Payment products (or transaction accounts), such as current accounts or payment cards 

(except for credit cards, which are counted as credit products and other types of accounts 

that may offer payment assets as savings accounts), debit cards, or prepaid payment cards. 

• Insurance products (for a vehicle, health, personal liability, or domestic content) and 

• Credit product (a formal bank loan or mortgage). 

 

In North Macedonia, people usually use payment services (67% of respondents), 44% are credit 

product users, and 36% had declared that they own a specific form of savings (deposit, share in 

an investment fund, savings for retirement, etc.) However, the data shows that only 5% of 

respondents in North Macedonia are users of some insurance product. As can be seen from the 

chart, the country needs to catch up to the highly developed countries in this segment and the 

average of all countries involved in research in which as many as 37% of respondents use some 

insurance. 

 

Chart 2: Holding (use) of financial product 

(Source: Adapted from: OECD/INFE International Survey of Adult Financial Literacy, 2020, 

p.32) 
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4. FINANCIAL ENDURANCE 

Financial endurance is the ability to withstand life events that affect someone’s income and/or 

property, i.e., some stressful financial events, such as unemployment, divorce, disability, and 

health problems affecting people individually in a different way4. Financial endurance is an 

essential feature for citizens everywhere; individuals must be able to cope with predictable 

financial choices and difficulties in life, so they will provide enough savings for a more 

extended period to retire comfortably, but also with unpredictable and highly unexpected 

shocks like the recent COVID-19 pandemic or global price rising. 

Individual financial resistance is composed of six elements as follows: 

• Keeping control over money: regular monitoring of someone’s financial situation and 

avoiding indebtedness can minimize the risks of financial stress. 

• Expenditure care: a sign of financial caution, and thus resistance to individuals is a good 

concern with costs through effective planning and the availability of purchases. 

• Availability of financial pillow: availability of savings and ability to support yourself in the 

forearm period without income. Individuals probably will experience periods when they 

must live from their savings, and while some are planned (study or training periods, for 

example), others, as the current economic crisis, cannot be planned and it is likely to result 

in a loss of income for segments of societies on a global level. 

• Dealing with financial shortcomings: the frequency of experience lacks and care, i.e., 

dealing with it, reveals the financial endurance of individuals.  

• Planning individual finances: active austerity and long-term achievement for financial 

purposes should be activities that have financial resistance to individuals. 

 

                              
Financial planning Keeping 

control of 

money 

Taking care with            

expenses 

Not meeting 

costs 

 
Active saver Long-term 

financial goal 

Keeping watch 

on finances 

Paying bills 

on time 

Carefully 

considered 

purchase 

In the past 

year 

N. Macedonia 67.8% 34.9% 71.1% 74.6% 74.4% 36.5% 

Average 70.4% 48.8% 67.2% 79.4% 71.1% 35.3% 

Table 2: Results of statements associated with financial resilience. 

(Source: Adapted from: OECD/INFE International Survey of Adult Financial Literacy, 2020, 

p.32) 

 

Table 2 in the first part illustrates the answers of the surveyed adults who reported that they 

were actively saving those who have created specific financial purposes in the future. On 

average, 70.4% of respondents have identified as active savers; in North Macedonia, that 

percentage is slightly lower and is 67.8%. In the second component, only 34.9% of respondents 

in North Macedonia declared that they had set specific longer-term financial purposes. Tracking 

money flows, such as cost planning and recording, storage budget, and making a passive income 

that coincides with or is greater than the expenditure, is a crucial feature of financial endurance. 

Regarding this part, the respondent has a higher percentage of applications than the average for 

all countries. Carefully considering costs versus needs and meeting financial liabilities on time 

to avoid surcharges and transaction costs are signs of financial caution and endurance. Most 

respondents in the research said they had been carefully thinking about each buying about 70% 

and paying the bills on time (about 80%). While in our country are confirmed identically for 

both components, about 74% of the respondents.  

 
4 Steps Toward Financial Resilience- Barbara O’Neill, Ph.D., CFP®, August 2011. 
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The percentage of respondents who reported that they had experienced financial lackage (costs 

higher than the income) in the past 12 months was about 36%, identical to our country and 

average countries. 

 

5. FINANCIAL WELL-BEING 

In cooperation with CFPB 5, the OECD produced a measure of financial well-being based on 

analytical principles, allowing policymakers to discuss financial well-being internationally 

while maintaining flexibility at the national level to adopt appropriate policies corresponding 

to financial measures literacy and its elements. CFPB has proposed the following definition of 

financial well-being: „a state in which persons can fully meet current financial obligations, they 

can feel safe in their financial future and make choices that allow them to enjoy life“5. 

In other words, the definition of CFPB for financial well-being implies financial security and 

freedom of choice in the present and the future. 

  
Present Future 

 

Security 

Control over your day to day, 

month-to-month finances 

Capacity to absorb a financial 

shock 

 

Freedom of choice 

Financial freedom to make 

choices to enjoy life 

On track to meet your 

financial goals 

Table 3: Financial well-being includes the following four elements: 

Source: Adapted from: Financial well-being, the goal of financial education, CFPB, 2015, 

p.19 

 

After developing the definition of financial well-being and its main consumer-driven 

components, CFPB has turned it into a concrete measuring scale that can be used globally. 

However, the main scale of CFPB contains ten statements. Additionally, a shorter scale 

containing five statements has been developed to analyze the data from the shorter measuring 

scale. The maximum achievable assessment of financial well-being is 20, and the minimum is 

0.21. CFPB proposes to interpret a higher rating as an indicator of a higher level of measured 

financial assets, i.e., well-being. However, because this is the result based on a self-estimated 

scale, there is no specific cross-section for „good “or „bad” results for financial well-being. 

 

Chart 3: Financial Welfare Results 

(Source: Adapted from: OECD/INFE International Survey of Adult Financial Literacy, 2020, 

p.55) 

 

 
5 Financial well-being, The goal of financial education, CFPB, 2015. 
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The average result of all participants is 9.5 or 47.4% of the maximum possible 20 points, while 

respondents from our country received a value of 7.9 or 39.7% of our country's maximum 

points. This measure was built by a set of self-estimated statements, and that way, it would 

strive for the average value and not to the extremes. However, the result below the average for 

our country means that respondents are less confident in controlling their finances, feel less 

confident in their ability to absorb financial shocks in the future, are increasingly inclined to 

agree that their finances limit their life choices and thus eventually lag their lives long-term 

financial plans. Specifically, in the case of our country, there is a great deal of space for 

improvement in this area. 

 

6. ACTIVITIES, MEASURES, AND RECOMMENDATIONS FOR INCREASING 

FINANCIAL LITERACY 

Financial education is a relatively new activity in the financial system domain, becoming 

important in the last decade. It is mainly associated with some of the visible consequences of 

the last global financial crisis. Regulatory institutions, especially central banks, usually play a 

leading role in the process of promotion of financial education among the population as a kind 

of public good, which in the future should lead to a higher level of financial involvement, i.e., 

greater involvement of the population in the domain of use diverse financial services. The 

benefits of financial education are bilateral – for the population and central education banks. 

The financially educated population better understands the financial system, and there is the 

ability to make sustainable financial decisions and, in a while, better protect against financial 

risks. Looking at central banks, the financially educated population better understands monetary 

policy and how financial markets function, contributing to easier transmission of monetary 

market signals to economic agents. Financially educated customers use better the advantages 

of existing financial products, which ultimately contributes to sustainable and inclusive 

economic growth6. What is common to the examples of developed countries is that the most 

common carriers of the broader population's financial education processes are central banks and 

other regulatory institutions. According to the available data, it can be concluded that the same 

is the case in North Macedonia. In this part, the authors reference the activities in this area for 

the case country. In 2013, the Coordinating Body of Regulatory Institutions for financial 

education to strengthen cooperation between regulatory institutions in the field of financial 

education. The members of the Coordinating Body are The National Bank of the Republic of 

Northern Macedonia (NBRSM), the Ministry of Finance of the Republic of North Macedonia, 

the Insurance Supervision Agency (ASO), the Securities Exchange Commission (KHV), and 

the Agency for Supervision of Capital-funded Pension Insurance (MAPAS). In 2019, the body 

increased its competencies in financial inclusion and was renamed the Coordinating Body for 

financial education and inclusion. The latest significant activity this body has implemented is 

the development of the Financial Education and Financial Strategy inclusion of North 

Macedonia 2021-2025. However, the data and analysis in this paper show that our country has 

a lot of space for progress. Hence, a few key recommendations could be separated for improving 

the situation with financial education of the population of North Macedonia and thus raising 

the degree of financial literacy:7 

• Greater coordination and inter-institutional cooperation of critical institutions in the area 

(National Bank, Ministry of Finance, Securities Exchange Commission, Macedonian Stock 

Exchange, MAPAS, ASO, and others.); 

 
6 Aneta Krstevska, Christina Paulska, Financial Literacy as a prerequisite for greater financial inclusion and inclusive 

development: Turning to the situation and challenges in the Macedonian economy September 2019, p.16 
7 Martin Noveski, Boban Stojanoski, Slavica Taseva, Maria Micevska – Lazarova, „ Financial Education for smart decisions“ 

- Financial literacy in the Republic of Northern Macedonia, Skopje, 2021, p.42 
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This coordination and cooperation are key in creating policies for the financial education of 

the population, given the different expertise of each institution. 

• Greater cooperation of the competent institutions with the non-governmental sector and 

private financial institutions in the population's financial education field.  

From the point of view of the long-term perspective of financial education, it is especially 

important in the process of planning and policy-making public institutions to include civil 

society organizations, educational institutions (schools and faculties) and academic 

community; banks and other financial institutions (investment funds, financial companies, 

insurance companies). 

• Cooperation with international institutions (World Bank, OECD, EBRD, etc.); 

Cooperation with international institutions is necessary for exchanging information 

experience, knowledge, and new technologies, given their many years of experience in the 

financial education of the principality. 

• Involvement of financial education in formal educational programs for primary and 

secondary education through customized teaching content.  

By including financial education in education, starting with primary and further into 

secondary education, it can directly affect an increase in the level of financial literacy of the 

population, primarily young people. 

• Creating educational content and financial education programs through the application of 

modern technologies. 

Examples from developed countries show that the application of new information 

technologies, based on previous behavioral analyzes, bring excellent results when it comes 

to the financial education of the population in modern society. Creating interactive and 

educational websites, mobile applications, interactive games, and quizzes can effectively 

reach different groups of the population. 

• Making a digital platform and content for financial education. 

Making a centralized platform wherein a straightforward way could find all the necessary 

and relevant financial education content would significantly increase this process's 

efficiency. 

 

7. CONCLUSION 

The benefits of financial literacy of the population, for which in the past years many 

international institutions speak, have increasingly been recognized and accepted to world level 

many countries. However, using different approaches emphasizes the financial education of the 

population, which is becoming a trend nowadays. Financial education leads to greater financial 

well-being for individuals. It creates a critical society that would actively engage in policy-

making, especially in finances and the financial system. Governments worldwide are interested 

in finding practical approaches to improve financial literacy among their populations. Most are 

creating or running a national financial education strategy to provide learning opportunities 

throughout the person’s life. North Macedonia is following the steps of governments in the 

world. It is wholly dedicated as never before, and more emphasis puts on raising financial 

literacy and educating the country's population at one higher level. The need is also based on 

the relatively low rankings of the country for which there were data and analysis shown in this 

research paper, i.e., shown that in the case of the country, there is a lot of space for progress. In 

conclusion, making significant life decisions requires financial literacy, and North Macedonia's 

financial literacy score of 11.8 is lower than the average score of all countries involved in the 

survey. The data shows room for improvement in financial literacy, and the traditional approach 

to support and trust in families and friends is still prevalent. North Macedonia needs to catch 

up in the insurance segment, and only 34.9% of respondents declared that they had set specific 

longer-term financial purposes.  
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The result below the average for our country regarding financial confidence means there is 

much space for improvement. Institutions should take measures and develop activities that 

increase financial literacy and promote financial confidence. A general conclusion that we can 

draw is that important, and the benefits of financial education are far-reaching and significant, 

through which the differences are noted between those who are controlled by money and those 

who reign as masters of money. Proper planning and managing someone’s finances improve 

self-confidence and increase respect for friends and family, i.e., when people learn to make 

cautious financial decisions and avoid frequent traps that impose living itself. Finally, if we 

invest in our financial education, it will not only improve our lives, but it will also improve the 

lives of everyone around us. 
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ABSTRACT 

This paper examines the impact of Quantitative Easing (QE) on the welfare of Germany and 

the USA. QE is a monetary policy measure implemented during extreme economic conditions 

that aim to improve economic conditions and avoid replaying the latest depression. The study 

explores how the different approaches of Germany and the USA regarding QE, in terms of 

timing, intensity, and policy implementation, influenced the quality of people's lives. The 

analysis considers the secondary effects of QE on the well-being of economic agents. The study 

acknowledges that long-term measures to address poverty may be reversed quickly due to high 

inflation and that inflation stabilization takes priority. The lack of adequate redistribution 

programs may also lead to insufficient real economic growth. The study seeks to analyze the 

impact of QE on welfare today, over a decade since it was officially implemented as a measure. 

The success of economic measures depends on their design and implementation rather than on 

universal connections or generalized expectations. Furthermore, appropriate complementary 

measures must be implemented to support the effects of a policy measure. Failure to meet the 

necessary prerequisites may lead to undesired results. Therefore, the paper explores the impact 

of QE on welfare from the perspectives of growth, trade, political relations, health care, and 

income. The study also considers the differences in institutions, structures, and people and how 

policies are implemented in the two countries. These differences provide a comprehensive 

overview of how the same policies yield different results regarding people's welfare. The 

heterogeneity of markets and the position of the population in relation to the adoption of 

macroeconomic policies and their impact are also analyzed. Overall, this study provides 

insights into the impact of QE on welfare in Germany and the USA. The findings can inform 

policy decisions to improve economic conditions and the population's well-being. 

Keywords: Complementary Measures, Economic Development, Germany, Heterogeneity, 

Monetary Policy, Policy Implementation, Quantitative Easing, USA, Welfare 

 

1. INTRODUCTION 

The paper aims to examine the impact of Quantitative Easing (QE) on the welfare of Germany 

and the USA, exploring how the different approaches in timing, intensity, and policy 

implementation influenced people's lives. The analysis considers the secondary effects of QE 

on economic agents' well-being, acknowledging the potential trade-offs between poverty 

reduction and inflation stabilization. The study seeks to analyze the impact of QE on welfare a 

decade after its implementation as a measure. The literature on QE and its impact on welfare 

has grown recently. One approach study examines the impact of QE on economic growth, 

employment, and inflation, showing mixed results. The impact of quantitative easing (QE) on 

the welfare state is a subject of continuous debate among policymakers. The question is whether 

QE can help stimulate the economy and reduce unemployment or it instead leads to inflation, 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

231 

eroding the purchasing power of social welfare programs (Chadha & Nolan, 2014). Other 

studies have explored the impact of QE on asset prices and financial stability, highlighting 

potential risks and trade-offs. Some studies have also analyzed the distributional effects of QE, 

showing that it may exacerbate income inequality and social exclusion (Cœuré, 2019; Stein, 

2013; Yellen, 2017). In that manner, QE can intensify income inequality since the benefits of 

lower interest rates and asset purchases are often concentrated among the wealthiest people 

(Kaplan & Mollins, 2016). On the other hand, one can say that QE can indirectly benefit the 

welfare state by stimulating economic growth and increased tax revenue, which can fund social 

programs (Gürkaynak, 2013). The relationship between QE and the welfare state is complex 

and multifaceted, and its long-term effects are still being studied. Regarding country-specific 

studies, several papers have examined the impact of QE in Germany and the USA. Some studies 

have highlighted the differences in QE implementation between the two countries, with 

Germany being more cautious and emphasizing price stability while the US being more 

aggressive and focuses on employment. Other studies have shown that QE may affect welfare 

differently in different countries, depending on the institutional context, political environment, 

and economic structures (Higgins, Klitgaard, & Ammer, 2015; Paetz, 2016). Quantitative 

easing (QE) is a monetary policy tool central banks use to stimulate the economy by increasing 

the money supply and lowering interest rates (Taylor, 2014). This is done by purchasing 

government securities and other assets from financial institutions, injecting money into the 

economy, and encouraging lending and spending. The effectiveness of QE as a policy tool is 

still debated among economists, with some arguing that it can lead to inflation and asset 

bubbles. In contrast, others believe it is necessary to prevent deflation and support economic 

growth (Bernanke, 2012). QE has been used extensively by central banks worldwide in 

response to the global financial crisis of 2008 and the COVID-19 pandemic (Blanchard, 2020), 

and its long-term effects on the economy are still being studied. The welfare state is a concept 

that refers to the system of government programs and policies designed to provide social 

support and economic security to citizens. This can include healthcare, education, 

unemployment benefits, and social security programs. The effectiveness of the welfare state as 

a policy tool is still debated among scholars and policymakers, with some arguing that it 

promotes dependency and reduces incentives to work. In contrast, others believe that reducing 

inequality and ensuring social justice is necessary (Esping-Andersen, 1990). The welfare state 

has been implemented to varying degrees in different countries worldwide, with some providing 

more comprehensive social support than others (Pierson, 2001). The future of the welfare state 

is uncertain, with concerns about aging populations and the cost of providing social services. 

Still, it remains a crucial area of policy debate and reform. 

 

2. QE – STARTING POINT 

We will start this paper by asking the question, what exactly is economic development? What 

economic policy contributes best to build the country's welfare and, in parallel, positively 

impacts the economic conditions? Our focus of analysis will be Quantitative Easing as a 

measure constituted in severely extreme economic conditions that, in a way, saved the 

economies from a sure replay of the latest depression. We will analyze the economies of 

Germany and the USA. The authors chose these countries primarily because they had an 

opposite approach regarding Quantitative Easing in terms of conducting it, timing, and 

intensity. The purpose here is to conclude and answer how the different approaches influence 

the quality of people’s lives and whether the one approach is better. While analyzing wealth 

and the quality of living, we must consider some facts: 

• There is a broad spectrum of effects that come as secondary while activating monetary 

measures to deal with a crisis in the economy that affect the well-being of the economic 

agents in the economy. One economy may conduct long-term measures to deal with 
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poverty. Everything accomplished can be reversed only in one year when the inflation is 

higher, and the measures are concentrated on dealing with this situation. Inflation 

stabilization, after all, has a higher priority. Also, more redistribution programs may be 

needed to ensure real economic growth. These are why we seek to analyze the impact that 

Quantitative Easing had on welfare today, more than a decade after it was officially started 

as a measure. 

• While implementing some policies, we must consider when a measure functions and when 

and why it fails. Considering the context and the limitations of the situation itself, we can 

quickly agree that establishing universal connections and generalizing expectations does 

not work in economies. The success depends on the design and the implementation, where 

we will conduct our analysis. 

• If we expect one economic measure to work, it must have the appropriate complementary 

measures to support its effectiveness. If a particular set of prerequisites is not satisfied, it 

will not give the desired result, much like giving the wrong medicine for diagnoses that do 

not correspond to it. Many economists imply that it is impossible to analyze the economic 

measures to help the countries without analyzing them from the perspective of growth, 

trade, and political relations. Also, until now, the measures conducted by the government 

and the institutions have taken a secondary place, but in this new era, the roles are changing. 

A discussion begins about the possibility of improving health as a driving force of 

development and the possibility of governments delegating appropriate attention to health 

care and an appropriate income increase. The well-being of people does not depend 

exclusively on their wealth but also on a mix of other preconditions that will be analyzed 

accordingly. 

• The differences in institutions, structures, and people and in the way of implementing the 

policies give us a comprehensive overview of how the same measures give different results 

regarding people's wealth in different periods and places. That is why the USA and 

Germany are excellent examples to analyze with the heterogeneity of the markets and the 

position of the population in relation to the adoption of macroeconomic policies and their 

impact. 

 

3. THE IMPACT OF QE 

The Quantitative Easing in the USA has begun in a severe amount of panic regarding the 

economy being pulled into a deflation spiral, so expectedly, the rules of conducting the 

monetary policy of the Central Banks, such as Taylor’s rule, indicated that additional monetary 

easing is a must, or that in practice low level of interest rates must be applied. But the central 

bank's policies, as they were already set at that time, dictated that interest rates were already at 

their practical lower bounds, so the authorities should urgently consider unconventional 

monetary policies to reduce borrowing costs further and increase aggregate demand or at least 

stabilize it. If we see the historical standards, we can agree that financial conditions have 

become unusually tight despite record-low interest rates. This reflects that the monetary 

transmission mechanism became seriously impaired as financial markets and the banking 

system no longer functioned properly, banks no longer lent to each other, and bank lending 

standards for loans to the private sector tightened dramatically. The FED finally started the 

Quantitative Easing in November 2008 by buying large amounts of assets. Opposed to this 

approach conducted by the FED, the European Central Bank did not initiate the Quantitative 

Easing that fast. It undertook massive and substantial lending programs to financial institutions 

labeled as "Enhanced Credit Support,” which were “taken to enhance the flow of credit above 

and beyond what could be achieved through policy interest rate reductions alone”, (Trichet 

2009). Another fact made late Quantitative Easing Possible - As a critical moment in this crisis 

in the Eurozone, one must mention the famous speech of the President of the ECB, Mario 
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Draghi, who said that "the ECB is ready to do whatever it takes to preserve the Euro” in July 

2012 year and the subsequent disclosure of the program for Outright Monetary Transactions. It 

is essential to mention that the ECB never actually had to use the Outright Monetary 

Transactions Program because only its willingness to use this potentially potent tool was 

enough to calm the financial markets. Herein, against a highly muted and sluggish economic 

backdrop and with most measures of inflation extremely low as well as fears of rising deflation 

risks, the quantitative easing program was finally announced in January 2015, with the 

announcement of asset purchases worth up to 60 billion euros per month starting from March 

2015, until the end of September 2016. The interest of this paper is the effects of this 

implementation. Quantitative Easing, a measure used by Central Banks, was conducted when 

the economies faced severe recessions, massive unemployment, and an impaired transmission 

mechanism. This is the only standard measure that would give satisfactory results. Even though 

different economies used Quantitative Easing at different times from 2008 to 2015, they all had 

only one goal, increasing weak economic development, reducing the risk of deflation and 

depression, and bringing inflation to the desired target. The result shows a large amount of 

money in circulation in the economies in the hands of households and the corporate sector, and 

even in the banking sector. Truth be told, that was the goal of Quantitative Easing - to give 

money to the economies was accomplished. However, it did not result in a proportional level 

of investment. Investments have increased in the observed period, with noticeable economic 

growth. Still, it follows a different tendency of growth of money than families and companies 

hold because primarily Quantitative Easing did not encourage lending or giving loans by banks, 

but investments in financial instruments. 

 

3.1. Human Development Index 

All above leads us to examine whether and how differences in the reactions of the FED and the 

ECB contributed to differences in people's well-being. And if they exist, how are these 

differences felt even today, in conditions of enormous inflation, when it seems the world is on 

the verge of another crisis? First, we will study the GDP of Germany and the United States. 

 

Chart 1: Gross domestic product, Gross national income, and Gross domestic disposable 

income for Germany (left) and the USA (right) (shown in millions of euros) 

(Source: National bank reports on National Accounts) 
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If we look at the growth trend in the GDP, especially in gross domestic disposable income in 

the years of Germany's recovery from the crisis and under the conditions of already started 

Quantitative Easing, we will conclude that there is constant and stable growth. The exception 

is 2020, where we see a decline due to the Covid crisis, but in the next year, we can witness 

growth, which is relatively accelerated. Judging by this, can we conclude that people's well-

being has also increased, with a slight decrease in 2020? People's disposable income cannot 

measure many values in people's lives but can be measured by adding variables such as 

education, health, and environment. Therefore, in addition to these trends, for Germany, we 

will also look at the Human Development Index, which represents the geometric mean of the 

life expectancy for population, education, and gross national product per capita. Life 

expectancy calculates the effects of demographic factors such as year of birth and current age 

on individuals, education represents the mental capacities of the population, and GNI per capita 

represents the standard of living of the given country. The purpose of this indicator is to show 

us that economic growth is not crucial for improving the population's well-being, as is giving 

the residents the opportunity to realize their full potential in all aspects of living. In the 

following, we will look at the Human development index and its components for Germany 

before comparing the same values with the United States. 

 

 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 

Life expectancy 80,5 80,5 80,9 80,6 80,8 80,9 81,2 81,6 81,1 80,6 

Years of Scooling 16,7 16,7 16,7 16,8 16,9 17 16,9 17 17 17 

Mean Years of 

scooling 14 14 14 14,1 14,1 14,1 14,1 14,1 14,1 14,1 

Gross national income 

per capita 50124 50315 51269 52201 53350 54336 54981 55565 53078 54534 

HDI 0,933 0,934 0,937 0,938 0,941 0,944 0,945 0,948 0,944 0,942 

Table 1: Human Development Index, Германија 

(Source: https://hdr.undp.org) 

 

Let's consider the results from the table above, knowing that any score above 0.8 is considered 

a country with a high level of human development. We can conclude that Germany has 

consistently high development. Life expectancy in Germany is extremely high, the average 

number of years of schooling indicates a high quality of education, and GNI is continuously 

increasing except for 2020. Looking at the chart above for the United States, we can conclude 

that the GDP, GNI, and Gross domestic disposable income situation is particular. When GDP 

and GNI follow the same trend, the Gross domestic disposable income is a little smaller. This 

is due to the USA's transfers to the rest of the world. The Gross domestic disposable income of 

the USA has a more pronounced growth trend than Germany, which is most likely due to the 

early and more intensive implementation of Quantitative Easing. Interestingly, the COVID-19 

crisis caused only a slight drop in 2020, so we will again have significant growth in Gross 

domestic disposable income in the year 2021. 

 
  2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 

Life expectancy 78,9 79 79 78,9 78,8 78,8 79 79,1 77,4 77,2 

Years of Scooling 16,1 16,1 16,1 16,2 16,3 16,3 16,3 16,3 16,3 16,3 

Mean Years of 

scooling 13,1 13,1 13,2 13,3 13,3 13,4 13,5 13,6 13,7 13,7 

Gross national income 

per capita 56403 56905 58314 59683 59969 61186 62626 63615 61462 64765 

HDI 0,916 0,917 0,919 0,92 0,922 0,924 0,927 0,93 0,92 0,921 

Table 2: Human Development Index, САД 

(Source: https://hdr.undp.org/) 
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The results here show that in the USA, as well as in Germany, there is a high level of human 

development. What is evident is that life expectancy is lower than Germany's, a gap widening 

in recent years. The growth of the Gross National Product per capita is more significant than 

the growth in Germany, especially in those years after the intensification of Quantitative Easing, 

but that growth did not materialize in the growth of the Human Development Index of the 

United States.  

 

Chart 2: Human Development Index Trend, Germany and USA 

(Source: Authors' representation) 

 

What can we conclude from the display of the Human Development Index, put in context with 

Quantitative Easing? Despite the incredible intensity of Quantitative Easing in the USA in 

contrast to Germany, we can still conclude that Germany has a higher human growth rate than 

the USA. Germany's Human Development index growth has increased since Quantitative 

Easing began, but not to the same extent as the USA. Consequently, the drop in HDI in Germany 

caused by the Covid crisis is smaller than in the USA. One conclusion is that Quantitative 

Easing in the United States while considering all the intensity and speed of its implementation, 

did not significantly contribute to improving the general well-being of the people. 

 

3.2. Happy Planet Index 

Next, we will analyze the Happy Planet Index for Germany and the USA, adding the 

environment as another dimension that contributes to the general well-being of people. This 

index is guided by the fact that people can improve their well-being without negatively 

impacting the planet. Based on the premise that we do not have a spare planet, it would be 

wrong to talk about human development without noting that human happiness should not be at 

the expense of creating a sustainable environment for the future. The happy planet index is 

computed by calculating the well-being variables, shown through life scale, life expectancy, 

and ecological footprint. In this model, well-being is measured through a survey, where 

everyone is asked to rate where they stand on a so-called life scale, where 10 is the best life, 

and 0 is the worst for that individual. Any value above 7 is in the green zone, which is acceptable 

as positive. Life expectancy is the same as in the previous model, with any weight over 75 years 

in the green zone. What is characteristic of this index is the ecological footprint. This variable 

shows us the average amount of land needed per capita to achieve the typical consumption for 

the given country.  
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By area, we mean land needed to grow food, the area covered by infrastructure, and land needed 

to absorb CO2 emissions. For resources to remain for the rest of life on Earth, the economy 

needs to spend less than the maximum for a planet like ours. Acceptable as a value of less than 

one planet is 2.1 global hectares of land. 

 

  2012 2013 2014 2015 2016 2017 2018 2019 2020 

Life expectancy 80,5 80,5 80,9 80,6 80,8 80,9 81,2 81,6 81,1 

Ladder of life 6,7 6,97 6,98 7,04 6,87 7,07 7,12 7,04 7,31 

Ecological 

footrpint 5,05 5,07 4,96 4,86 4,76 4,7 4,58 4,44 3,93 

Happy Planet 

Index 47,9 49,4 50 50,7 50,3 51,7 52,5 52,7 56,8 

Table 3: Happy planet index, Germany 

(Source: https://happyplanetindex.org/hpi/) 

 

We will first examine the components of the Happy Planet Index for Germany. On the life scale, 

we can form some correlation between Quantitative Easing and people's feelings about their 

lives. Quantitative Easing began to influence the improvement of the economic situation in the 

country, and this contributed to the advancement of people's view of life in general. We also 

see an improvement in terms of the ecological footprint, that is, in reducing the area that 

Germany uses from the planet Earth. 

 

  2012 2013 2014 2015 2016 2017 2018 2019 2020 

Life expectancy 78,9 79 79 78,9 78,8 78,8 79 79,1 77,4 

Ladder of life 7,02 7,25 7,15 6,86 6,8 6,99 6,88 6,94 7,03 

Ecological 

footrpint 8,04 8,27 8,22 8,07 8,17 8,04 8,15 8,21 7,2 

Happy Planet 

Index 38,6 39 38,6 37,7 37,2 38,3 37,4 37,4 39,7 

Table 4: Happy Planet Index, USA 

(Source: https://happyplanetindex.org/hpi/) 

 

Next, we will examine the components of the Happy Planet Index for the USA. The sheer 

intensity of Quantitative Easing and the early reaction didn't improve how people felt about 

their lives. Yet, quite the opposite, they felt worse as the economy recovered. We also see that 

the US does not seek to reduce the use of global hectares in proportion to our planet's space. 

We will get the following if we compare the indices for Germany and the USA. 
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Chart 4: Happy Planet Index, Germany, and USD 

(Source: https://happyplanetindex.org/hpi/) 

 

4. CONCLUSION 

Overall, the paper provides a short analysis of the literature on QE and welfare, analyzing the 

impact of this policy measure on different aspects of people's lives in Germany and the USA. 

The findings can inform policymakers' decisions and provide insights into QE implementation's 

potential risks and trade-offs. The paper focuses on the analysis of Quantitative Easing as a 

measure constituted in severely extreme economic conditions that, in a way, saved the 

economies from a sure replay of the latest depression. More specifically, the analysis focuses 

on the case of Germany and the USA. These countries were selected primarily because they 

had an opposite approach regarding Quantitative Easing in terms of conducting it, timing, and 

intensity. The purpose here is to conclude and answer how the different approaches influence 

the quality of people’s lives and whether the one approach is better. The critical measures in 

the paper are the Human Development Index and the Happy planet index. The motive for QE 

can be found in the historical standards, and we can agree that financial conditions have become 

unusually tight despite record-low interest rates. This reflects that the monetary transmission 

mechanism became seriously impaired as financial markets and the banking system no longer 

functioned properly, banks no longer lent to each other, and bank lending standards for loans 

to the private sector tightened dramatically. Consequently, FED started the Quantitative Easing 

in November 2008 by buying large amounts of assets. Oppose to this approach conducted by 

the FED, the European Central Bank did not initiate the Quantitative Easing that fast. Next year, 

ECB undertook massive and substantial lending programs to financial institutions labeled as 

"Enhanced Credit Support,” which were taken to enhance the flow of credit. The analysis in the 

paper from the display of the Human Development Index, put in context with Quantitative 

Easing, shows that despite the incredible intensity of Quantitative Easing in the USA in contrast 

to Germany, we can still conclude that Germany has a higher human growth rate than the USA. 

Germany's Human Development index growth has increased since Quantitative Easing began, 

but not to the same extent as the USA. Consequently, the drop in HDI in Germany caused by 

the Covid crisis is smaller than in the USA. One conclusion is that Quantitative Easing in the 

United States while considering all the intensity and speed of its implementation, did not 

significantly contribute to improving the general well-being of the people.  
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Additionally, the Happy Planet index is significantly higher in Germany than in the US, and, 

more importantly, it is improving over time. We see that the Quantitative Easing and the Corona 

crisis had significantly affected the activity in the United States in terms of encouraging 

economic growth and revitalizing economic activity, but this did not materialize in terms of 

environmental care and improving the well-being of the population. After all, we can agree that 

human well-being is most important in one economy. 
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ABSTRACT 

Despite organic wine has a positively market impact due to major environmental concern and 

awareness of consumer health, it remains an economic activity with a very small market in 

Portugal. The aimof this work was to analyze consumer behavior in relation to organic wine 

and to identify and characterize its needs and profiles. This was done through descriptive 

statistics and cluster analyzes to obtain consumer criteria willing to consume and purchase 

organic wine. The research was descriptive, with quantitative data collection from an online 

questionnaire. The results disclosed consumer needs and segments according to their intentions 

towards organic wine consumption and purchase which could be the basis for future marketing 

strategies. 

Keywords: Consumer behavior, needs, acceptance, profile, organic wine, segments 

 

1. INTRODUCTION   

Despite the importance of the wine industry in Portugal, due to various factors such as the 

number of companies involved and volume produced (Banco de Portugal, 2017), its positioning 

in exports, among the largest in the world (IVV, 2017) and the Portuguese strong consumer 

culture (Nielsen , 2017), the growth of the organic wine market has not evolved in an adjusted 

way, nor has it offered a positive impact on the national market (DGADR, 2017 a, b), as has 

happened in other European wine producing countries. Hence, the objective of this work was 

to study the behavior of the Portuguese organic wine consumer, namely, their purchase 

intention. Consumer behavior is a fundamental concept in agri-food marketing as companies 

seek to achieve their goals and satisfy the needs, desires and expectations of the consumers. 

This consumer orientation implies, on the part of companies, knowledge of their behavior 

(Lucas, 2006). Because consumers are diverse, one way of studying their behavior is through 

the process of market segmentation, which consists of identifying groups of consumers with 

homogeneous characteristics, with the aim of establishing a differentiated targeted offer, thus 

meeting higher expectations and satisfying the specific needs of the target consumers 

(Schiffman & Kanuk, 2010; Galicia & Lópes, 2015). There are few studies on consumer 

segmentation in the wine and organic wine markets in Portugal, there are other investigations 

on wine which are worth mentioning. Among the variables reported for the segmentation of 

wine consumers, there are sociodemographic variables, namely age group (Olsen, Thach, & 

Nowak, 2007; Thach & Olsen, 2006); purchasing behavior (preferences); consumption habits 

(Thomas, & Pickering, 2003); lifestyle (Bruwer, Li, & Reid, 2004; Geraghty, & Torres, 2009); 

involvement ( Johnson & Bastian, 2015; Hollebeek, Jaeger, Brodie, & Balemi, 2007; Thach & 

Olsen, 2004); the level of knowledge (Pomarici, et al., 2017) and attitudes towards local wine 

(Kolyesnikova, Dodd, & Duhan, 2008) as well as motivation (Seghieri, Casini, & Torrisi, 

2007). 
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2. METHODOLOGY  

This study considered the empirical research carried out by Kim and Bonn (2015) and Rojas-

Méndez et al. (2015). Based on the consumer segmentation studies reviewed in the literature, 

the following variables were considered so to identify and describe the organic wine consumer 

behaviour in Portugal: i) Individual consumer factors (short-term willingness to consume and 

buy organic wine, level of knowledge, consumption and purchase habits, attitudes towards 

organic wine, health awareness); ii) External consumer factors (sociodemographic aspects). 

The research universe consisted of all the elements who had one or more than one common 

characteristic (Malhotra, 2011), meaning, Portuguese individuals residing in Portugal, aged 18 

plus and the habit of consuming wine (this requirement being mandatory) and organic wine. 

The sample was constructed through the non-probabilistic sampling method, for convenience, 

known as the snowball (Silvério, 2000). The sample consisted of a total of 220 individuals. The 

data collection included the application of a questionnaire, which was the research instrument 

specifically adapted for this purpose. Following ethical principles, response and data 

confidentiality were guaranteed. The questionnaire was elaborated on the Google Form digital 

platform and its link was shared through social networks and by email with explanatory 

messages of the research objective. The questionnaire remained active online for three months 

(March-May 2019). 

 

3. RESULTS DISCUSSION 

3.1. Consumers’ sociodemographic characteristcs  

The consumer of organic wine is mainly characterized by being male and aged between 25 and 

54 years old, although a good frequency of females was also found. In relation to educational 

qualifications, mostly these are graduates and masters, with a family consisting of four 

elements, whose predominant monthly income varies between 2000 and 3000 €, although there 

were also families with different-sized households and an income between 1500-2000 € (Table 

1). 

 
Gender Age 

Male Female 18-24 25-34 45-54 55-64 65+ 

59,4% 40,6% 7,1% 20,8% 24,9% 12,7% 0% 

Education 

Basic 

Education 

Highschool 

Level 
Degree Postgraduate Masters Doctorate Post-Doc 

0,5% 10,3% 35,4% 10,8% 26,2% 4,1% 4,1% 

Monthly Net income (family) 

Below 750 

€ 

Between 

750 and 

1000 € 

Between 

1500 and 

2000 € 

Between 

2000 and 

3000 € 

Between 3000 

and 4000 € 

Between 4000 

and 5000 € 
Over 5000 € 

4,6% 13,7% 16,2% 22,3% 10,2% 4,1% 6,1% 

Household Size 

1 2 4 5 6 10  

15,2% 21,8% 30,5% 6,1% 1,5% 0,5%  

Table 1: Consumer Sociodemographics 

 

3.2. Consumer needs and profiles  

Figure 1 shows four distinct consumers groups or clusters that was identify considering their 

needs and profiles. They are the following:  

1) Unwilling to consume and buy Organic Wine in the short term: there is little willingness to 

consume and purchase organic wine. Consumer does not seem to have positive attitudes 

towards organic wine. They consider that organic wine is not of greater quality, nor is it 

tastier or more attractive than other wines.  
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They also don't think organic wine is sustainable, or healthier. On the premise of Organic 

Wine being a fraud, they maintain a neutral position, although they disagree with 

recommending Organic wine in the short term. They seem to have a neutral degree of health 

consciousness though they are used to making sacrifices for health. 

2) Willing to consume Organic Wine but not willing to buy it in the short term:  This group of 

consumers have a neutral position, that is, they neither agree nor disagree with buying or 

recommending Organic Wine, but the averages obtained are much closer to agreement than 

to disagreement with the statements. The most positive part of this segment is that they are 

willing to consume Organic Wine in the short term, which is a potential segment for this 

market. They are characterized for having a health conscience and for neither agreeing nor 

disagreeing with the statements presented. 

3) Willing to consume and purchase Organic wine in the short term: Consumer has a positive 

attitudes and greater health awareness. Therefore, there are consumers willing to consume, 

purchase and even recommend Organic Wine. They consider that Organic Wine is healthier 

and more sustainable but also that it can be harmful to their health. They do not believe that 

Organic Wine is a fraud or a fad, although they have a neutral opinion when comparing 

Organic Wines with other wines in aspects such as quality, attractiveness, taste and price. 

In terms of health, they are very conscious people, who consider it important to know what 

they consume, and are even willing to change their habits for healthier consumption. 

4) Neutral disposition towards consuming and purchasing Organic Wine in the short term: 

This group is characterized by neither agreeing nor disagreeing with the consumption or 

purchase of Organic Wine in the short term, so it may be a potential segment to consider. 

Despite their neutral stance, in most respects they appear not to have a positive attitude 

towards the quality, attractiveness and taste of the Organic wine. They consider it important 

to know if what they consume is healthy. 

 

Figure 1: Distinct consumers groups 

 

The aspects shared by all groups are the sporadic consumption of organic wine and, for most 

of the individuals in each group, consuming a volume of less than 1L per month, with a 

preference for red Organic wine, although they also consume white Organic wine. The level of 

knowledge in wine is intermediate, except for the first cluster, which has, mainly, an advanced 

knowledge. Some differences between the groups was found, considering variables related to 

the consumption habits and the purchase of Organic wine (Table 2), in addition to the degree 
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of knowledge on this type of wine. Among the aspects shared by all the segments, are the 

sporadic consumption of organic wine and, for most of the individuals in each group, 

consuming a volume of less than 1L per month, with a preference for red Organic wine, 

although they also consume white Organic wine. The level of knowledge in wine is 

intermediate, except for the first group, which has, mainly, an advanced knowledge. In the 

crossing with socioeconomic variables, no great difference was found among the consumers. 

As the sample mainly consisted of individuals from Évora, all the groups were equally 

characterized as belonging to this district of the country. In almost all groups, the household of 

4 individuals predominated, except in group 1, in which the households mostly amount to 3 

people. In goup 1, the male gender prevails, unlike group 4, where women dominate, while 

groups 2 and 3 were more balanced in terms of gender. Having a degree was the most evident 

literary qualification in most groups, except in group 3 with an equal proportion of individuals 

holding a master's degree. The highest household net monthly income was found in group 3 

(between €2,000-3,000), and the lowest in groups 2 and 4 (€1,000-1,500). Regarding age, group 

1 seems to be composed of younger individuals (from 25 to 44 years old). In groups 2 and 3, 

people aged between 25 and 54 stand out, with the last group being the most balanced, with 

identical proportions between each of the age groups. In terms of residence, it was not possible 

to reveal differences, due to the high concentration of people in Évora. 

 
Variables Group 1 Group2 Group 3 Group 4 

Consumed Organic 

Wine 
Yes (68%) Yes (61%) Yes (85%) Yes (58%) 

Primary reason for 

not consuming 

Organic Wine  

Lack consumption 

habits (29%) – High 

prices(29%) 

Lack consumption 

habits (56%) – Not 

available at the 

location (26%) 

Lack consumption 

habits (50%) - Not 

available at the 

location (50%) 

Lack consumption 

habits (45%)- Não 

Not available at the 

location (34%) 

What would lead to 

organic wine 

motivation 

Obtain more 

information on the 

product  (43%) 

Obtain more 

information on the 

product  (52%) 

Greater offer at the 

selling points (44%) 

Obtain more 

information on the 

product  (55%) 

Frequency of Organic 

Wine Consumption 
Once a year (46,7%)  

Once, every two 

months (28,6%) 

Once every two 

weeks (21,6%) and 

once every two 

months (21,6%) 

Once every two 

months (27%) 

Monthly Organic 

wine consumption 

(L/month) 

< 1L (80%) 
< 1L (76%) - 1-2 L 

(19,5%) 

< 1L (61%) - 3-4L 

(19,5%) 
< 1L (87%) 

Type of Organic wine 

that is most 

consumed 

Red (71%) -White 

(21%) 

Red (64%) - White 

(24%) 

Red (74,5%) -White 

(20%) 

Red (82%) -White 

(15%) 

Place of purchase of 

the organic wine they 

consume 

I don’t purchase, I 

only drink it when 

someone offers it to 

me (60%) 

Cellars (24%) - I 

don’t purchase, I only 

drink it when 

someone offers it to 

me  (21,4%) 

Directly from the 

producers, 

winemakers, 

cooperatives (33%) - 

Supermarkets and 

Hipermarkets (22%) 

Supermarkets and 

Hipermarkets (32%) - 

Directly from the 

producers, 

winemakers, 

cooperatives (17%) 

Where they get the 

information on the 

organic wine they 

consume 

Specialists 

(Viticulturists, 

Oenologists, 

Oenophiles, 

Sommelier) (53,3%) 

Family / Friends 

(36%) -Specialists 

(31%) 

Internet (Blogs, social 

media, online shops, 

websites…) (27%)- 

Specialists(25%) 

Family / Friends 

(27%) -Especialistas 

(22%) 

Occasions when 

organic wine is 

consumed 

At home with friends/ 

family (46%) 

At home with friends/ 

family (76%) 

At home with friends/ 

family (78%) 

At home with friends/ 

family (67%) 

Willingness to pay 

more for organic 

wine 

Yes (13 %) Yes (45%) Yes (69%) Yes (35%) 

Maximum value that 

they are willing to 

pay for organic wine 

> € 4 (60%) > € 4 (41%) > € 4 (37%) > € 4 (41%) 

Table 2: Consumer habits and organic wine purchase 
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4. CONCLUSION   

Even though organic wine is widely analyzed in the literature, there are no studies in Portugal 

on consumer behavior on organic wine, that allow us to understand the situation and potential 

evolution of organic wine’s current reduced market. This study, which objective was to 

understand consumer behavior, is thus a modest contribution to filling this knowledge gap. This 

study allowed us to identify the profile of the organic wine consumer as well as its feasible 

segments with the potential to purchase and consume these wines. This profile includes, above 

all, male consumers, aged between 25 and 54, with academic qualifications at the bachelor's 

(higher degree) or master's level, and a family's net monthly income of between €2,000 and 

€3,000. A group of consumers cluster was found with a high market potential for organic wine, 

due to the frequency of consumption by its consumers, and because they are very willing to 

purchase, consume and recommend this product. However, identifying and characterizing 

consumers in terms of demographic and personal aspects (such as attitudes and habits), main 

forms of purchase, sources of information used and the reasons that would lead them to 

consume, remain as an opportunity for those responsible for marketing, with a view towards 

achieving a better company-consumer connection. The sector owes consumers a greater offer 

at the main points of sale, diversification of communication strategies, with traditional (events, 

information from the producer) and innovative proposals, in the field of digital marketing 

(Google Ad, social networks, website, blog, online stores) and, in content (articles, images, gif, 

audios, podcast, videos, stories, live broadcasts, among others), allowing for an interaction 

which makes known the value (stimuli) of the product, generates notoriety and attracts a greater 

number of people who are willing to buy, consume and recommend organic wine (group 3), or 

with a neutral condition (groups 2 and 4), including actions aimed at changing attitudes and 

perceptions of those not willing to buy, consume or recommend ( group 1). More research about 

the field of consumer behavior relating organic wien is needed and should be done in future. 
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ABSTRACT 

The concepts of short agri-food supply chains and circular bioeconemy are complementary and 

mutually reinforcing, while they may play an important role in sustainability transitions. The 

elimination of middlemen and the possibilities of forward vertical integration of farmers are 

the key components of short agri-food supply chains, while bioeconomy refers to the sustainable 

production and use of biological resources stemming from forestry, agriculture, fisheries, and 

waste streams. The development of closed-loop systems where waste is converted into new 

resources, lies in the core of circular bioeconomy, which seeks to reduce waste and maximize 

resource usage. A sustainable and regenerative economy where waste is viewed as a resource 

and the use of finite resources is decreased is what this strategy seeks to achieve. When 

combined, short agri-food supply chains and circular bioeconomy can support sustainable 

economic growth, social advancement, and environmental protection by encouraging local 

manufacturing, minimizing waste, and developing innovative bio-based goods and procedures. 

In this article, we examine the benefits which occur in short agri-food supply when they adopt 

the principles of circular bioeconomy. Also, we examine how can the ideas of the circular 

bioeconomy be applied to short agri-food supply chains in order to minimize waste and 

maximize resource usage. In addition, we explore the corresponding difficulties and 

opportunities for creating bio-based goods and procedures in short agri-food supply chains. 

Last but not least, we discuss the effects of short agri-food supply chains and the circular 

bioeconomy on global agri-food systems and how these concepts are connected with issues at 

stake, such as food security and sustainability. 

Keywords: bio-based resources, circular bioeconomy, global agri-food systems, short agri-

food supply chains, sustainability 

 

1. INTRODUCTION 

The agri-food business is gaining the spotlight. Many experts feel the current food and 

agricultural system is unsustainable due to carbon emissions, adverse environmental impacts, 
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and resource depletion. Indeed, automation, heavy fertilizers, and pesticides boost agricultural 

output, which pollutes the air, water, and land. This sector also generates significant amounts 

of waste (Abbate et al., 2023). Food supply networks are being restructured. Consumer 

behavior has changed as a result of the unexpected COVID-19 outbreak, the war in Ukraine, 

further straining the conventional food supply networks (Tsoulfas et al., 2023). Novel 

approaches to food production and consumption have emerged in today’s setting, along with a 

wide range of efforts looking for sustainable models in the agri-food industry. Since the 1960s, 

a variety of creative responses known as alternative food networks have been expanding 

steadily with the goal of offering viable alternatives to the predominately globalized agri-food 

system (Ibáñez-Jiménez et al., 2022). In this vein, the goal of a short agri-food supply chain 

(SAFSC) is to facilitate direct sales between consumers and producers, thereby reducing the 

need for intermediaries and allowing for the final distribution of goods to take place in the same 

production area (Lanfranchi and Giannetto, 2015). At the same time, in the ongoing discussions 

about sustainability, the effective use of natural resources in circular production systems is a 

compelling argument. Businesses and scientists are becoming more involved in the valorization 

of agri-food waste in order to reach a greater sustainability level (Klein et al., 2022). In the 

scientific world, the recycling and revalorization of agri-food sector wastes have become a 

multidisciplinary research area within the context of the circular bioeconomy (CBE). The agri-

food sector’s leftovers and byproducts are an excellent source of raw materials with growing 

social and economic benefits (Mir-Cerdà et al., 2023). The idea of reuse through reduction, 

recycling, and material recovery during the manufacturing, distribution, and consumption is a 

foundational principle of the bioeconomy. Other authors emphasize the need for a more 

comprehensive understanding of the CBE that focuses on resource efficiency and sustainability 

rather than just technological and financial concerns. In any case, bioresources, which are 

characterized by a continuous production process, serve as the foundation for their growth. 

Biogas plants are leading the way for the CBE’s future thanks to its sustainable usage for energy 

(Chodkowska-Miszczuk et al., 2021). In a CBE, underused bio-based food resources should be 

considered on all fronts, with their greatest environmental, social, and economic worth being 

extracted, as well as methods for their sustainable and worldwide distribution. It is crucial to 

bear in mind that significant economic and energy losses may be avoided by turning this waste 

into value-added goods (Fernández Fortunato et al., 2023). In this article we employ inductive 

thematic analysis to address the connections among SAFSCs and CBE. In particular, we 

examine the benefits for SAFSCs in advancing the idea of the CBE. Also, we examine to apply 

the ideas of the CBE to SAFSCs in order to minimize waste and maximize resource usage. In 

addition, we examine the difficulties and opportunities for creating bio-based goods and 

procedures in SAFSCs. Last but not least, we discuss the effects of SAFSCs and the CBE on 

global agri-food systems. 

 

2. METHODOLOGY 

This paper is a literature-based paper where we have addresses observations and findings of 

relevant studies to to address the following research questions: 

• Which are the benefits for SAFSCs when they adopt the principles of the CBE? 

• How can CBE be applied to SAFSCs in order to minimize waste and maximize resource 

usage? 

• What are the difficulties and the opportunities for developing bio-based products and 

processes in SAFSCs? 

• What are the effects of SAFSCs and CBE for global food systems? 

 

The statement of these research questions guided the search for relevant literature and ensure 

that the study is focused and targeted.  
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We decided to use the Scopus database for the identification of relevant academic literature. To 

our surprise, the number of papers which deal with short supply chains and CBE in the the agri-

food sector is very limited. This may have two interpretations: i) the academic community and 

practitioners do not regard these topics as important, or ii) these are emerging research topics 

with very important potential. We strongly support the latter especially when considering the 

major implications for global food systems due to the COVID-19 pandemic and the war in 

Ukraine. In order to synthesise the evidence thematic analysis was used. Thematic analysis is 

used to find, examine, and present patterns or themes in qualitative data (Braun and Clarke, 

2012). It is an approach that is versatile and adaptive and can be used with various data sources. 

By carefully examining the data, classifying it, and noting any patterns or themes that stand out, 

thematic analysis employs a systematic method for finding themes. Inductive thematic analysis 

incorporates open coding and iterative analysis to find patterns and themes in qualitative data. 

Iterative data analysis is used in inductive thematic analysis, when themes and patterns are 

derived entirely from the data. This enables the appearance of novel ideas that would not have 

been taken into account otherwise. When investigating novel or understudied phenomena, 

where pre-existing theoretical frameworks or notions may not be appropriate, inductive 

thematic analysis is particularly helpful. Researchers must approach the data with an open mind 

and be prepared to allow the themes spontaneously emerge from the data. They need to be 

careful not to apply their theoretical frameworks or preexisting prejudices to the evidence. New 

theoretical frameworks or notions that can guide future study may result from this. Inductive 

thematic analysis could have the drawback of being time- and resource-consuming, especially 

when studying huge datasets. Accurately doing the analysis also needs a high level of ability 

and competence. Inductive thematic analysis has its limitations, just like any other research 

method. The researcher’s interpretation of the data is crucial to inductive thematic analysis, 

which might result in biases and mistakes. The results of inductive thematic analysis cannot be 

readily generalized. Inductive thematic analysis can be subjective, and the methods used to find 

and analyze themes are not always clear. This might make it challenging for other researchers 

to conduct a similar study and confirm its results. 

 

3. RESULTS 

3.1. Benefits for SAFSCs when they adopt the principles of the CBE 

SAFSCs can be very helpful for the CBE. In order to advance the CBE, SAFSCs can benefit in 

the following major areas: 

• Decreased waste (Brandão et al., 2021; Fărcaș et al., 2021; Khounani et al., 2021; Otoni et 

al., 2021): One SAFSC that lowers waste is a local farmer’s market. The risk of food 

deterioration and waste is decreased by putting farmers in close contact with customers, 

which reduces the need for transportation and storage of perishable goods. For instance, a 

local farmer may sell their tomatoes directly to customers at the market instead of shipping 

them across the country, which not only lowers waste but also helps the community’s 

economy. The design of agro-biorefineries may take into account the production of edible 

olive oil from fruit and pomace and the growing of olives. Additionally, the leftover pomace 

after oil extraction was fed to animals. An alternative is to produce biodiesel. 

• More resource efficiency (Brandão et al., 2021; Ferreira et al., 2019; Klein et al., 2022): 

One example of a SAFSC that improves resource efficiency is a community-supported 

agriculture (CSA) program. Under CSA, local farmers may sell shares of their produce to 

customers, giving them a stable income and reducing the need for artificial fertilizers and 

pesticides. For instance, a farmer can grow crops using the natural nutrients produced by 

the farm’s animals while using less synthetic fertilizers, minimizing the impact on the 

environment and conserving resources. 
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• Enhanced economic gains (Joltreau and Smith, 2020; Klein et al., 2022; Lanfranchi and 

Giannetto, 2015): A farm-to-table eatery is an example of a SAFSC that helps nearby towns 

economically. The restaurant promotes the neighborhood economy and adds jobs by 

obtaining its food from nearby farmers and producers. When a restaurant buys its meat 

locally, for instance, it helps the neighborhood economy and has less of an environmental 

impact than when it buys beef from afar. 

• Increased food quality and safety (Ibáñez-Jiménez et al., 2022; Prain et al., 2022): A 

farmer’s market is another illustration of a SAFSC that increases food quality and security 

since it sells locally farmed, fresh produce, which gives customers confidence in the food’s 

safety and quality. For instance, a farmer who sells fresh eggs at a neighborhood market 

gives customers a product that is both safe and of excellent quality, lowering the possibility 

of contracting a foodborne illness. 

• Minimized environmental impacts (Fernández Fortunato et al., 2023; Kiehbadroudinezhad 

et al., 2023; Torquati et al., 2021): One example of a SAFSC that minimizes environmental 

impact is a farm that practices regenerative agriculture. Regenerative agriculture is a 

farming method that places an emphasis on enhancing soil biodiversity and health while 

lowering greenhouse gas emissions. For instance, a farmer can use cover crops to enhance 

soil health, lessen the need for artificial fertilizers, and store carbon in the soil, lowering the 

impact of agriculture on the environment. 

 

3.2. Application of CBE to SAFSCs in order to minimize waste and maximize resource 

usage 

There are numerous approaches to apply the CBE to SAFSCs to minimize waste and maximize 

resource use: 

• Upcycling of waste or by-products into new goods with higher value (Brandão et al., 2021; 

Mir-Cerdà et al., 2023; Otoni et al., 2021; Tufail et al., 2022): Fruit and vegetable peels, 

for instance, can be used to generate animal feed and fertilizers from food processing waste. 

Another illustration is the manufacturing of bio-based products, such bioplastics, from 

agricultural waste such as maize stalks or wheat straw. SAFSCs may cut waste and generate 

new money by upcycling trash. 

• Closing the nutrient loop (Dsouza et al., 2021; Kristensen et al., 2016; Prosperi, 2022): To 

increase soil fertility and lessen the demand for synthetic fertilizers, closing the nutrient 

loop entails recycling nutrients from waste back into the soil. For instance, composting food 

scraps and utilizing them as crop fertilizer can assist to cut waste and enhance soil health. 

SAFSCs can do this to lessen their dependency on synthetic fertilizers, which can be 

expensive and have detrimental effects on the environment. 

• Local food systems (Galeano-Barrera et al., 2022; Ibáñez-Jiménez et al., 2022; Poponi et 

al., 2021; Tsoulfas et al., 2023): These systems rely on obtaining food locally to cut down 

on the need for storage and shipping, which can help prevent food waste. SAFSCs can 

decrease waste and improve the effectiveness of food production and distribution by linking 

local farmers, producers, and consumers. Also, this may help the local economy grow and 

strengthen the food system’s resilience. 

• Sustainable packaging (Cristofoli et al., 2023; Mir-Cerdà et al., 2023; Otoni et al., 2021): 

Biodegradable, compostable, or recyclable materials are used in sustainable packaging. 

SAFSCs may cut waste and advance a circular economy by employing sustainable 

packaging. For instance, utilizing biodegradable packaging for fresh fruit can help the food 

sector produce less plastic waste. Compostable packaging made from materials like 

cornstarch or sugarcane pulp is one option for small-scale bakeries. 

• Energy production (Chodkowska-Miszczuk et al., 2021; Díaz et al., 2022): SAFSCs can 

also use anaerobic digestion or other types of bioenergy to produce energy from waste.  
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For instance, a farm may use animal excrement to create biogas, which could then be used 

to generate energy or heat the facility. By doing this, the farm may lessen waste and make 

more money by producing energy. Use of biofuels like ethanol or biodiesel derived from 

agricultural waste like maize cobs or soybean oil is another illustration. Furthermoer, with 

the help of microalgae-based technology, wastewater may be bioremediated while 

producing algal biomass and using its nutrients. 

 

3.3. Difficulties and opportunities for developing bio-based products and processes in 

SAFSCs 

The development of bio-based products and processes in SAFSCs is faced with several 

challenges and opportunities mainly stemming from the external macro-environment. These 

challenges and opportunities shape the potential and the dynamics of the sector. 

 

3.3.1. Challenges 

The major challenges are the following: 

• Insufficient infrastructure (Aznar-Sánchez et al., 2020; Fierascu et al., 2019; Gkountani and 

Tsoulfas, 2023; Karwowska et al., 2021). SAFSCs may not have the necessary 

infrastructure and technology for developing bio-based goods and processes. Because of 

this, implementing these principles may be difficult and expensive. For example, to create 

biogas from cow dung, a small dairy farm may want to establish an anaerobic digester. The 

farm might not have the infrastructure or technical know-how to build and maintain the 

digester, which makes it difficult to use this technology. 

• Restricted access to capital (Adamashvili et al., 2020; Paiva et al., 2020; Tsoulfas et al., 

2023; Wreford et al., 2019): SAFSCs frequently experience financial limitations that may 

restrict their capacity to invest in innovative procedures and technology. The development 

of bio-based goods and procedures that demand up-front investments may be hampered by 

this. For example, an organic farming transition and a range of organic vegetable-based 

goods may be desired by a small-scale vegetable farm. The farm may, however, experience 

financial limitations that prevent them from making the investments in infrastructure, 

certifications, and marketing needed to introduce the new goods. 

• Limited technological know-how (Birch et al., 2010; Borrello et al., 2016; DeMaria et al., 

2020; Lainez et al., 2018): Creating and putting into use new technologies and procedures 

might call for specific knowledge and skills that might not be present in SAFSCs. Adopting 

new techniques may be difficult as a result, and it may be necessary to seek out partnerships 

or further training. For example, a small-scale meat producer could want to investigate the 

use of bio-based packaging for their goods. The processor, however, might not have the 

technical know-how required to choose the proper packing material and guarantee that it 

complies with legal standards. 

• Restricted market demand (Chmieliński and Wieliczko, 2022; Duque-Acevedo et al., 2020; 

Ioannidou et al., 2020): The market’s potential for bio-based items may be restricted, which 

might restrict its ability to generate income and make it challenging to defend the expense 

of creating new goods and procedures. For example, a small-scale bakery could desire to 

create a line of baked goods made with bio-based components that are free of gluten. It may 

be challenging to justify the expense of producing the new items due to the potential for a 

small market for these goods. 

 

3.3.2. Opportunities 

The major opportunities are the following: 

• Diversification of income streams (Brennan et al., 2022; Chodkowska-Miszczuk et al., 

2021; De Keyser and Mathijs, 2023): Creating bio-based goods and procedures can add new 
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revenue streams to SAFSCs, decreasing their reliance on conventional agricultural products 

and opening up new prospects for expansion and profitability. For example, a small dairy 

farm may create a line of plant-based, biodegradable animal bedding from leftover 

agricultural waste. As a result, there may be a new source of income for the farm and less 

waste overall. 

• Benefits for the environment (Brandão et al., 2021; do Canto et al., 2021; Ferreira et al., 

2019; Khounani et al., 2021): Using bio-based goods and procedures might lessen the 

environmental harm caused by conventional farming methods including the use of 

pesticides and synthetic fertilizers. SAFSCs may be more resilient and sustainable as a 

result. For example, a small vegetable farm may establish a closed-loop system where 

organic waste is composted and used to fertilize crops. This would lessen the demand for 

synthetic fertilizers and enhance the condition of the soil. 

• Increasing customer demand (Davis, 2020; Galati et al., 2022; Natsvlishvili et al., 2020): 

As consumers grow more environmentally conscious and look for more environmentally 

friendly items, there may be an increase in demand for goods made from bio-based 

materials. This can open up new market potential for SAFSCs and aid in justifying the 

expense of creating new goods and procedures. For example, a small-scale meat processor 

may create a line of plant-based meat substitutes utilizing organic ingredients that are 

sourced locally. There may be a rise in demand for these items as customers become more 

conscious of environmental concerns and look for sustainable products, opening up new 

market potential for the processor. 

• Value-added products (Fernández Fortunato et al., 2023; Lanfranchi and Giannetto, 2015; 

Mir-Cerdà et al., 2023; Tufail et al., 2022): Traditional agricultural goods generally have a 

lower perceived value than bio-based products, which results in shorter agri-food supply 

chains with the possibility for larger profit margins and more market competition. For 

example, a small brewery may use leftover grain from the brewing process to make bio-

based goods like bread or crackers. These added-value goods can increase the brewery’s 

income streams and cut down on waste. Furthermore, the creation, processing, and use of 

biocomposite materials constitute a viable option that can aid in the urgent switch from a 

linear to a circular economic paradigm. In addition, for use in chemical, nutraceutical, and 

food science applications, by-products high in polyphenols are produced using extracts 

from agri-food waste. 

 

3.4. Implications of SAFSCs and CBE for global food systems 

The CBE and SAFSCs have a significant impact on world food systems and can be used in a 

variety of ways to address sustainability and food security concerns. 

• Resilience (Egea et al., 2021; Prain et al., 2022; Prosperi, 2022; Tsoulfas et al., 2023): 

Traditional agricultural goods generally have a lower perceived value than bio-based 

products, which results in shorter agri-food supply chains with the possibility for larger 

profit margins and more market competition. For example, a small brewery may use leftover 

grain from the brewing process to make bio-based goods like bread or crackers. These 

added-value goods can increase the brewery’s income streams and cut down on waste. Due 

to border closures, travel restrictions, and other measures during the COVID-19 epidemic, 

several nations encountered interruptions in their food supply systems. Since they rely on 

local production and distribution, SAFSCs like CSA programs and farmers’ markets have 

shown to be more resistant to these disturbances. For instance, France’s government 

encouraged the use of CSA programs and provided financial support to farmers’ markets to 

encourage the establishment of SAFSCs during the epidemic. 

• Local economic development (Elghannam and Mesias, 2019; Galeano-Barrera et al., 2022; 

Ibáñez-Jiménez et al., 2022; Lanfranchi and Giannetto, 2015; Salavisa and Ferreiro, 2020): 
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SAFSCs can support local economic growth by assisting small-scale farmers and regional 

food producers. By increasing income, generating employment, and doing so, this can help 

to eradicate poverty in rural and peri-urban areas. Such initiatives encourage the 

establishment of neighborhood agroecological networks among farmers, consumers, and 

other stakeholders, fostering regional economic growth and boosting food security. 

• Conservation of biodiversity (Bastos Lima, 2021; Bele et al., 2018; Espro et al., 2021; Klein 

et al., 2022; Marsden, 2013): The use of biodegradable and renewable resources is promoted 

in a CBE, which can help preserve biodiversity and use less non-renewable resources. This 

can aid in preserving ecosystem services, such as pollination, soil fertility, and water 

management, which are essential for the growth of food. For example, the Biorefinery for 

Sustainable Production of Bioactive Compounds project in Denmark seeks to create a CBE 

based on the exploitation of marine resources like seaweed and microalgae. In addition to 

the extraction of bioactive chemicals for use in pharmaceutical and cosmetic products, the 

project encompasses the manufacturing of bio-based goods including biofertilizers, animal 

feed, and bioplastics. By utilizing renewable and biodegradable elements, the initiative 

encourages the preservation of marine biodiversity. 

• Climate change mitigation (Kiehbadroudinezhad et al., 2023; Klein et al., 2022; Muscio 

and Sisto, 2020): The CBE can aid in mitigating climate change by reducing greenhouse 

gas emissions and promoting carbon sequestration. For instance, using bio-based goods and 

methods can contribute to lowering the consumption of fossil fuels and greenhouse gas 

emissions. Thus, global warming is decreased. The production of bioenergy from a variety 

of feedstocks, such as agricultural waste, forestry waste, and biowaste, contributes to a 

reduction in greenhouse gas emissions and promotes carbon sequestration. The organization 

promotes encouraging laws and plans that encourage the growth of a bioenergy-based CBE. 

• Food safety and quality (Fărcaș et al., 2021; Joltreau and Smith, 2020; Prain et al., 2022; 

Sacchi et al., 2018; Sassatelli and Davolio, 2010): By minimizing the distance between 

producers and consumers and by encouraging the use of locally grown and seasonally 

available foods, SAFSCs can improve food safety and quality. This can support ensuring 

that food is safe, wholesome, and fresh. The Slow Food movement in Italy encourages the 

consumption of regional and traditional foods that are made using traditional and 

sustainable techniques. The movement advocates for the use of SAFSCs, such as farmers’ 

markets and direct sales, and it supports small-scale farmers. The movement also promotes 

the preservation of regional food cultures and traditional food variations, which improves 

food quality and safety. 

• Access to food (Borsellino et al., 2020; Galli et al., 2020; Guffey Calkins and Mance, 2021; 

Prain et al., 2022): By minimizing food waste and boosting food availability in 

underprivileged regions, SAFSCs can help to improve access to food. In particular in 

metropolitan settings, this can aid in addressing the problems of food insecurity and 

malnutrition. The Farm to Food Bank initiative in the United States encourages the 

production of wholesome food for food banks and other charity groups. The initiative 

encourages the use of SAFSCs to decrease food waste and boost food availability. It brings 

together farmers, volunteers, and food banks. By giving underprivileged individuals access 

to fresh and healthy food, the project helps to address challenges of food insecurity and 

malnutrition. 

 

4. CONCLUSION 

In this paper we have tried to enhance existing connections and establish new ones for the 

concepts of SAFSCs and CBE. Towards this end we employed an inductive thematic analysis 

approach which was applied in the rather limited body of relevant literature. SAFSCs may 

support CBE in a variety of ways, such as lowering environmental impact, lowering resource 
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consumption, lowering waste, and delivering economic advantages. CBE can be implemented 

in SAFSCs in a number of ways to minimize waste and maximize resource use, including 

upcycling leftovers, closing the nutrient loop, supporting regional food systems, using 

sustainable packaging, and creating energy from waste. SAFSCs may develop a more resilient 

and sustainable food system and lessen their environmental effect by putting these strategies 

into reality. Certainly, there are various opportunities and challenges associated with creating 

bio-based goods and processes in SAFSCs. Even if there can be technical and financial 

obstacles to overcome, there are also chances to diversify revenue streams, lessen 

environmental effects, satisfy customer demand, and produce goods with value-added features. 

SAFSCs may build a more resilient and sustainable food system by recognizing and resolving 

these issues. Overall, through fostering regional economic growth, biodiversity conservation, 

climate change mitigation, food safety and quality, and access to food, the concepts of SAFSCs 

and CBE have the potential to address the issues of food security and sustainability. The 

creation of beneficial policies and strategies at the local, national, and international levels is 

nonetheless necessary for the application of these notions. 
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ABSTRACT 

The success and profitability of growing crops depends significantly on the fertility of the soil, 

i.e. the amount of required fertilizers. On the other hand, the reduction of humus content is 

among the most significant indicators of soil degradation in Croatia. For this reason, 1,000 

composite soil samples on a depth of 0-30 cm in eastern Croatia were collected firstly in 2005 

and 2006 (500 samples each year), and then again from the same locations after 15 years, i.e. 

in 2020 and 2021. In total, 2,000 samples from 1,000 different production plots were collected 

and this paper presents an analysis of changes in soil organic matter content on 780 plots under 

crops production. In the initial set of samples (2005 and 2006), an average of 2.25% soil 

organic matter (SOM) was determined, and after 15 years, an average of 1.99% SOM was 

determined, i.e. 9.89% less SOM. The decrease in SOM was determined on three quarters of 

analyzed arable soils in Croatia which indicates a very serious degradation of soil fertility. An 

average of 21.7 t/ha of SOM was lost (9.9% of initial SOM content) in these soils over a period 

of 15 years (1.45 t/ha per year), which represents a significant loss of nitrogen pool of 1.086 

kg/ha, i.e. an annual loss of 72.43 kg/ha. The decrease in humus content results in a decrease 

of the mineralization potential by an average of 18.7%, but in 43% of the soils the 

mineralization potential is reduced by more than 20%. The determined reduction of the N pool 

over 15 years indicates that more than 1% of the initial amount of nitrogen has been 

mineralized per year, and therefore models that predict mineralization of more than 1.5% of 
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nitrogen in the conditions of continental Croatia should be used. The result of humus 

degradation is also reflected in the fact that more than 195 kg/ha of N is needed for corn 

fertilization on more than three quarters of the analyzed soils, and 15 years ago this was needed 

on half of the soils. The losses of the nitrogen pool and the consequent higher need for 

fertilization show how important it is to stop the degradation of the humus content in soils, even 

if only the direct reduction of the N content is taken into account. 

Keywords: soil degradation, mineralization, nitrogen fertilization, fertilization costs, organic 

agriculture 

 

1. INTRODUCTION 

Soil fertility is extremely significant for successful and profitable agricultural production. In 

fertile soils, fertilization and other agrotechnical measures are aimed at maintaining fertility and 

degradation of fertility is unacceptable, and in soils with insufficient fertility, agrotechnical 

measures are aimed at improving or increasing soil fertility (Lončarić et al., 2015). The 

reduction of soil organic matter (SOM) or humus content, together with soil acidification, is 

among the most significant processes of soil degradation in Croatia. Fertilization with organic 

fertilizers, especially on soils with decreased SOM content, is necessary for sustainable 

agricultural production (Lončarić et al, 2022). Problems such as loss of organic carbon from 

the soil (Nkoa, 2014), the high cost of fertilization, soil acidifaction and increased risk of low 

yields are more and more common in agricultural production. Among all other properties, 

humus as a stable fraction of organic colloids is extremely important for soil fertility. Higher 

SOM (humus) content increases the mineralization potential, elasticity and buffering properties 

of the soil, soil exchange capacity, and the availability of nutrients. The annual N mineralization 

potential in soils with <1% SOM is lower than 20-25 kg/ha, in soils with 2% SOM around 45-

55 kg/ha, and in soils >4% SOM the potential is more than 90 kg/ha. The elasticity and buffer 

properties of the soil are very important for neutralizing unfavorable conditions in the soil (eg 

unfavorable seasonal changes in humidity, conductivity and soil reaction). Soils with low SOM 

content lack elasticity and stressful conditions have a direct harmful effect on the plant because 

the soil cannot "absorb" them. The amount of humus in the soil greatly affects the chemical and 

physical properties of the soil, such as water capacity, buffer capacity, metal binding capacity, 

sorption of hydrophobic organic compounds, stability of aggregates of soil particles, etc. 

(Wershaw, 1993), therefore, it is very important to maintain an adequate level of humus in 

agricultural soils. Agricultural practice in Croatia for the last few decades includes adequate 

mineral fertilization, but very often insufficient use or even complete omission of organic 

fertilization (Halter et al, 2021) and in  last three years, the about 50% of the analysed soils 

were poor in humus (SOM) content (Hefer et al, 2023). The aim of paper was to analyze the 

level of SOM content and N pool over 15-year period in crop production and impact of possible 

soil degradation by SOM content decreasing on needs in fertilization by nitrogen. 

 

2. MATERIAL AND METHODS 

2.1. Soil samples collection 

For this research, 2,000 composite soil samples in total were collected in eastern Croatia, as a 

geographical concept, according to Bašić et al. (2017). The plots for soil sampling were selected 

based on the spatial distribution on fields under cultivation of crops or permanent plantations 

(in ration 3:1, approximately). The first 1,000 soil samples were collected firstly in 2005 and 

2006 (500 samples each year), and then again from the same locations after 15 years, i.e. in 

2020 and 2021. The composite samples were collected from a soil depth of 0-30 cm using 

control circular sampling according to Lončarić et al. (2014). In total, 2,000 samples from 1,000 

different production plots were collected for analysis.This paper presents the results of analysis 

of soil organic matter content on 780 plots under crops production (a total of 1,560 samples). 
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2.2. Soil analyses 

Composite soil samples were transported to the agrochemical laboratory and prepared for 

analyses according to ISO 11464 (ISO, 1994) in drying oven. All the basic agrochemical 

properties of the soil were analyzed, and the results of the soil pH values, as well as the humus 

content and the physical properties of the soil textures were used in this research. The 

determination of soil pH was made according to ISO 10390 (ISO, 1994) in two different soil 

suspension 1:5 (v/v): soil suspension in deionized water and in a 1M potassium chloride (KCl) 

solution. The soil organic matter (SOM) was determined by sulfochromic oxidation method 

according to ISO 14235 (ISO, 1998). The soil texture was determined using ISO 11277 method 

for sieving and sedimentation (ISO, 1998). 

 

2.3. Calculating amount of SOM and N, mineralization and fertilization needs   

The total SOM content in the top soil layer was calculated from the laboratory result (% SOM 

in dry soil samples), soil depth of 30 cm and soil bulk density, and expressed in kg/ha or t/ha. 

The N pool in the soil used in this research represents the N contained in SOM, and was 

calculated on the assumtion that humus in arable soils of eastern Croatia contains an average of 

5% N. Mineralization potential was estimated using a mineralization model (Lončarić et al, 

2006) based on humus content, soil texture and soil reaction (pH in soil suspension in water 

and KCl solution). Informing about the prices of mineral fertilizers on the domestic market was 

carried out by reviewing the available price lists, contacting producers and distributors of 

mineral fertilizers. The starting point for forming the prices of mineral fertilizers are the real 

prices in the period from 2011 to 2022 that agricultural producers paid when buying mineral 

fertilizers. The prices included in the research are average prices for Osijek-Baranja County or 

the Republic of Croatia (Nikolin, 2022). 

 

3. RESULTS AND DISCUSSION 

3.1. Changes in soil organic matter (SOM) content 

In the initial set of samples (2005 and 2006), an average of 2.25% soil organic matter (SOM) 

was determined, with a range of 1.06% to 5.48% SOM. At the same time, 41.79% of the soil 

was poorly in SOM (< 2% SOM), 47.05% with moderate SOM content (2-3%), and 11.16% 

with high SOM content (>3 % SOM). After 15 years, an average of 1.99% SOM was 

determined, i.e. 9.89% less SOM compared to 2005 and 2006. Thus, after 15 years, even 

60.64% of the soil was poorly in SOM, 32.69% with moderate, and only 6.67% with high SOM 

content. The decrease in SOM was determined on 75% of the analysed arable land (585 out of 

a total of 780 samples), the increase in SOM was on 24.36%, and there was no change in SOM 

on 0.64% of the analysed arable land. The lighter gray area in Graph 1 shows the lost humus 

over 15 years. But, it is also very significant that the decline of SOM during 15 years in 56,15% 

analysed soils was up to 25%, in 18,08% soils 25-50%, and in 0,77% soils even > 50% of the 

SOM content. 

 

 

 

 

 

 

 

Graph following on the next page 
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Graph 1: Decreasing SOM content over 15 years in 75 % of analysed arable land 

 

3.2. Changes in total SOM content and relevant amounts of N 

The total mass of humus (SOM) at the beginning of the experiment (2005 and 2006) in the top 

soil layer (0-30 cm) of the analyzed arable plots where a decrease in humus content was later 

determined (75% of analysed arable land), was an average of 104.83 t/ha with a range of 55.35-

246.60 t/ha. Assuming that humus contains 5% N, this means that at the beginning (2005 and 

2006) in these soils there was an average of 5,307 kg/ha of N contained in SOM. The total 

content of SOM in the top soil layer in the largest number of samples (52.8%) was 50-100 t/ha, 

then 100-150 t/ha in 40% of the samples, while only 7% of the soil contained >150 t/ha of 

humus (Graph 2). 

 

Graph 2: The soil distribution according to SOM mass in top soil layer (2005 and 2006) 
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After 15 years, the average amount of SOM in the top soil layer of the same soils was 85.89 

t/ha (18.06 % less) with a slightly lower range (37.35-85-89 t/ha) than in 2005 and 2006 and 

with the soil distribution significantly shifted towards lower SOM amounts (Graph 3). The total 

amount of N contained in the humus was also significantly reduced to an average amount of 

4,221 kg/ha. 

 

Graph 3: The soil distribution according to SOM mass in top soil layer (2020 and 2021) 

 

Thus, the average loss of humus (SOM) in these soils during 15 years was 21,728 kg/ha. This 

means that the average annual loss of humus (SOM) was determined to be 1,449 kg/ha. 

Consequently, the determined average loss of N over 15 years was 1.086 kg/ha, and the average 

annual loss of N pool as part of SOM was 72.43 kg/ha. Since the total area of 585 plots on 

which a decrease in SOM content was determined over the 15 years is about 4,480 ha, that is 

the total amount of lost humus (SOM) of an important mass, as much as 97,336.36 t, i.e. 97.3 

x106 kg. Of course, also very significant is the total amount of 4,866,818 kg of N contained in 

SOM, which was lost from the top soil layer of 4,480 ha over 15 years, or 324,454.54 kg of N 

per year (what is an aliquot of the amount of N contained in 705,336 kg of urea or 1,201,684 

kg of CAN). 

 

3.3. Changes in potential humus mineralization and predicted mineral N in soils 

SOM content is the most important property of the soil that affects the potential of annual 

nitrogen mineralization, i.e. the amount of nitrogen that will be potentially available to crops 

through humus mineralization. Predicted initial mineralization (2005 and 2006) on soils was 

45.25 kg/ha N, with a range of 23.64 to 107.66 kg/ha. This is the average aliquot of N contained 

in approximately 98 kg of urea, with a range of 51-234 kg/ha of urea. The predicted amounts 

of N in mineralization during the average corn vegetation were only slightly lower (on average 

40.72 kg/ha with a range of 21.28-96.89), while they were significantly lower for the average 

wheat vegetation (on average 22.62 with a range of 11.82- 53.83 kg/ha N). Predicted 

mineralization in the same soils after 15 years (2020 and 2021) is 36.80 kg/ha N, with a range 

of 14.56 to 86.03 kg/ha. The predicted amounts of N in mineralization during the average corn 

vegetation are in range of 13.10-96.89, while they are significantly lower than 15 years ago for 
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the wheat vegetation (range of 7.28- 43.02 kg/ha N). The reduction of potential annual N 

mineralization is on average 8.45 kg/ha of N, which, considering the initial values, is a 

significant loss of 18.7% of the already very low mineralization potential in just 15 years. The 

stated 8.45 kg/ha of N per year in the top soil layer of 4,480 ha makes a very significant 37,856 

kg of N. 

 

Graph 4: Loss of mineralization potential over 15 years in 75 % of analysed arable land 

 

The distribution of the decrease in mineralization potential is also very significant, where a loss 

of > 20% of the mineralization potential was found in as many as 42.91% of the analyzed arable 

soils (Graph 4). Determined differences in the predicted annual nitrogen mineralization and the 

measured annual nitrogen losses in a period of 15 years indicate that the average actual 

mineralization may have been 1.60 times higher than the predicted mineralization. 

 

3.4. Increased needs of mineral N fertilizers in corn growing 

Decreased humus (SOM) content in arable soils resulted in lower mineralization and  

consequently, on soils of less fertility, more fertilizers is needed in the corn growing. For the 

analyzed soils from 2005 and 2006, when growing corn, fertilization with 135-210 kg/ha of N 

was needed. At the same time, even 49% of the plots needed fertilization with more than 195 

kg/ha of N, and another 37% of the plots 180-195 kg/ha of N. Fertilization with 165-180 kg/ha 

of N was required on 10%, and only 1% of the plots required fertilization with less than 150 

kg/ha of N. On soils with a decrease in SOM content during 15 years period (2020 and 2021), 

the need for nitrogen fertilization increased to the range of 155-215 kg/ha. The largest 

individual increase in the need for nitrogen fertilization was 45 kg/ha, which is 29.6% higher 

than the required fertilization in 2005 (160 kg/ha). But even more significant is the fact that 

after 15 years even 76% of the plots need fertilization with more than 195 kg/ha of N, and 

another 20% of the plots require 180-195, which means that 96% of the plots need a high 

amount of mineral forms of N what could increase nitrogen losses, reduce the nitrogen use 

efficiency and increase the risk of the negative impact of extreme temperatures and soil 

moisture, i.e. climate changes. Practically, on only 4% of plots, 150-180 kg/ha of N fertilization 

is sufficient, and there is no plot where less than 150 kg/ha would be sufficient in corn growing. 

Also, due to the lower content of humus and the greater need for nitrogen fertilization, the 

realization of the planned yield depends to a large extent on the seasonal distribution of 

precipitation, which can additionally reduce the already low nitrogen mineralization potential. 
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3.5. Increased needs of mineral N fertilizers in wheat growing 

When growing wheat on the soils analyzed from 2005 and 2006 fertilization with 120-160 kg/ha 

of N was needed. A 69% of the plots needed fertilization with more than 150 kg/ha of N, and 

another 25% of the plots 140-150 kg/ha of N. Fertilization with 130-140 kg/ha of N was 

required on 5%, and only 1% of the plots required fertilization with less than 130 kg/ha of N. 

The need for nitrogen fertilization after 15 years increased to the range of 130-165 kg/ha. The 

largest individual increase in the need for nitrogen fertilization was 25 kg/ha, which is 19.2% 

higher than the required fertilization in 2005 (130 kg/ha). After 15 years even 99% of the plots 

need fertilization with more than 140 kg/ha of N, of which 72% of plots need fertilization of 

more than 150 kg/ha of N. So high nitrogen demand with low SOM content reduces the nitrogen 

use efficiency and increases the risk of the negative impact of extreme temperatures and soil 

moisture. Practically, on only 1.4% of plots, 130-140 kg/ha of N fertilization is sufficient, and 

there is no plot with N needs less than 130 kg/ha in wheat growing.  

 

3.6. Interpretation of the value of N lost by reducing the humus content in the soil 

The total amount of N contained in the humus of the top soil layer can be converted into euros 

using different urea prices. Table 1 shows the amounts in EUR per ha (and also for the total 

area of 4,480 ha) using the urea price range of 300 - 900 EUR/t to convert N into EUR. This 

price range is comparable to urea prices in Croatia, which in the period from 2011 to 2022 

fluctuated from 467.98 (2011) to 319.33 (2018) and 903.05 (2022) EUR/t. 

 

Price of urea  300 EUR/t 500 EUR/t 700 EUR/t 900 EUR/t 

(comparable for year in Croatia) (for 2018) (for 2011)  (for 2022) 

Total (or lost) N per ha (or on 

4,480 ha) 

    

Total N 2005-2006 in EUR/ha 3,461.24 5,768.57 8,076.00 10,383.43 

Total N 2020-2021 in EUR/ha 2,752.61 4,587.68 6,422.75 8,257.83 

N loss in 15 years in EUR/ha 708.53 1,180.89 1,653.24 2,125.60 

N loss per year in EUR/ha 47.24 78.73 110.22 141.71 

     

N loss on 4,480 ha in 15 years (in 

EUR) 

3,174,011.85 5,290,019.74 7,406,027.64 9,522,035.54 

N loss on 4,480 ha per year (in 

EUR) 

211,600.79 352,667.98 493,735.18 634,802.37 

Table 1: The value of nitrogen lost by decreasing humus content 

 

In 2005 and 2006, the total N that was in the top soil layer in the humus, in comparison with 

urea prices, was worth 3,461.24 to 10,383.43 EUR/ha. The big differences in values are the 

result of changes in the price of urea (the same happened with other mineral fertilizers with 

nitrogen), which in 2022 was 2.83 times higher than in 2018. However, there was alaso 

significant decrease in the total amount of SOM, and thus decreasing N in the analyzed soils 

after 15 years. So, in 15 years, a total of 4,866.82 t of N was lost on 4,480 ha, i.e. 1,086 kg/ha. 

If we convert these values into euros, a total of 708.53 to 2,125.60 EUR/ha was lost in the 

period of 15 years, depending on the price of urea (Table 1). This means that from the top soil 

of 4,480 ha, and compared to the lowest price of urea (300 EUR/t), the value of several million 

euros (3,174,011.85 EUR) has been lost, and at the highest price the amount rises above 9.5 

million euros. The annual loss of SOM on 4,480 ha means an annual loss of N in the value of 

211,600 to 634,802 euros (Table 1), at a urea price of 300-900 EUR/t (0.65-1.96 EUR/ kg N). 

This is equivalent to a direct loss of N in the amount 4,723 to 14,170 EUR on one hundred 

hectares. 
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The above values prove how important it is to stop the degradation of the humus content in 

soils, even if only the direct reduction of the N content is taken into account and these values 

are expressed using the lowest prices of mineral fertilizers. 

 

4. CONCLUSION 

The decrease in SOM content in three quarters of analyzed arable soils in Croatia is an indicator 

of a very serious degradation of soil fertility. An average of 21.7 t/ha of SOM was lost (9.9% 

of initial SOM content) in these soils over a period of 15 years (1.45 t/ha per year), which 

represents a significant loss of nitrogen pool of 1.086 kg/ha, i.e. an annual loss of 72.43 kg/ha. 

The decrease in humus content results in a decrease of the mineralization potential by an 

average of 18.7%, but in 43% of the soils the mineralization potential is reduced by more than 

20%. The determined reduction of the N pool indicates that over 15 years more than 1% of the 

initial amount of nitrogen has been mineralized per year, and therefore models that predict 

mineralization of more than 1.5% of nitrogen in the conditions of continental Croatia should be 

used. The result of humus degradation is also reflected in the fact that more than 195 kg/ha of 

N is needed for corn fertilization on more than three quarters of the analyzed soils, and 15 years 

ago this was needed on half of the soils. The losses of the nitrogen pool and the consequent 

higher need for fertilization show how important it is to stop the degradation of the humus 

content in soils, even if only the direct reduction of the N content is taken into account. 
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ABSTRACT 

Sustainability is the current paradigm that guides to the planning of economic activities by the 

modern world. This concept has introduced new concerns in companies, institutions and in 

society in general, which lead to the search for methodological instruments capable of 

promoting actions that are economically more efficient, respectful of the environment and 

taking into account social equity. The decision making process must, therefore, obey to new 

parameters that allow a balance between the economic, environmental and social dimensions, 

considered as the tripod of sustainability. However, the context of the application of 

sustainability is too broad and a holistic approach is needed to achieve its goals.This work, 

dedicated to the agricultural context and based on the data available in the last six years of the 

Portuguese farm accountancy data network (FADN), intends to develop the diagnosis of 

agricultural sustainability in Portugal, based on a procedure for the identification, calculation 

and normalisation of sustainability indicators. The results show which regions in Portugal 

promote the most sustainable agricultural and livestock activities and, within each regional 

context, which activities best enhance regional sustainability. It is also evident that the best 

value obtained in one dimension of sustainability is not always accompanied by the best values 

obtained in the remaining dimensions, there being some conflict between the economic, 

environmental and social evaluation areas. With this findings, it is also intended to generate 

an optimisation model that, in view of the environmental and socio-economic constraints, 

enables the generation of solutions for a more sustainable planning of agricultural and 

livestock activities at national level. The models conceived in this work show the ability to be 

replicated for other geographical and economic activity contexts, with some adjustments, and 

give rise to their complementarity with the use of optimization methodologies focused on the 

current paradigms of sustainability. We conclude that the sustainability indicators, when 

applied in a broader context, constitute an important instrument to support the decision and 

the conduction of public policies aimed at the sustainability of the activities practiced and their 

territories. 

Keywords: Diagnosis, economic, environmental and social dimensions, farming activities, 

planning, regions, sustainability indicators 

 

1. INTRODUCTION 

The discussion on the concept of sustainability has become a topic of current interest, both from 

a theoretical and technical point of view, in the environmental, economic, social, and also in 

political fields, establishing itself as the paradigm that guides the planning of the territory and 

economic activities. In order to contribute to the evolution and application of the concept, 

significant insights are needed to promote changes in the existing models, and it is necessary to 

design conceptual frameworks and practical tools that enable the transformation of theoretical 

idealisations into concrete actions. Sustainability is thus an important instrument to support 

decision-making. In the case of the agricultural sector, its activities have a strong impact on 

environmental, social and economic parameters, sometimes positive and other times negative, 

and it is also a sector that suffers directly from globally generated constraints.  
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There is, therefore, an emerging need to make it less impactful environmentally, more efficient 

economically and promoter of social equity. Using the official data published by Portuguese 

FADN (2016-2021), this work aims to assess the sustainability of the various farming activities 

developed in Portugal and according to the regions where they are carried out. Given the 

obtained results, which will serve as input for the next phase, it is also intended to generate an 

optimization model that, given the environmental and socio-economic constraints, allows the 

generation of solutions for a more sustainable planning of agricultural activities at national 

level. The findings will also allow the support of agricultural public policies that lead to more 

sustainable agricultural activities, in balance with the food and raw material needs of the 

population. 

 

2. BACKGROUND  

The agri-food sector faces multidimensional challenges, associated with the increasing scarcity 

of natural resources needed for its activities (FAO, 2014), but also new social and economic 

pressures due to population growth and more demanding publics facing a globally competitive 

environment (Iocola et al., 2018; Ramos, 2019; Santos et al., 2019; Vasileiou and Morris, 2006; 

Velten et al, 2015). Sustainability attempts to balance the three dimensions of development 

(environmental, economic and social, Elkington, 1994), which define the quality of human life 

in its broadest sense, and is an important and complex issue to incorporate in the agri-food 

sector (Bryceson and Ross, 2020; Meynard et al., 2017; Schader et al., 2014; Vasileiou and 

Morris, 2006). The adoption of a sustainable approach is also recognised as a competitive and 

resilience factor for the sector, alongside the dynamics of variables that contribute to reshaping 

it (Flores, 2018; Keichinger and Thiollet-Scholtus, 2017). The growing challenges posed by 

climate change and the evolution of other environmental parameters, the increase in the prices 

of production factors and instability in the supply of labour, the relationships with the end-

product market and food safety concerns make the need to implement sustainable practices even 

more evident (Christ and Burritt, 2013; Gilinsky et al., 2016; Keichinger and Thiollet-Scholtus, 

2017; Thiollet-Scholtus and Bockstaller, 2015). Sustainability assessment methodologies are 

considered a key tool to support the transition to sustainability (Ramos, 2019). They allow to 

strategically follow production processes to increase efficiency and/or optimize environmental 

performance (Costa et al., 2020; Merli et al., 2018). Efficient use in the use of inputs is also 

crucial to reduce costs and dependence on government subsidies and free resources for 

investments in expansion and maintenance (Shirley and Ménard, 2002), with effects on the 

local community, society, consumers, workers and value chain actors (Luzzani et al., 2020). 

Usually, for the sustainability assessment, the environmental dimension is measured by the 

indicators related to the product quality, soil and organic matter, waste, wise use of resources, 

quantity of agrochemicals and water management. The production, productivity, income, value 

added and employment, among others, express the economic perspective. Finally, related to the 

social dimension, there are selected the educational level, equity, training, cooperation and 

associative participation (Rezaei-Moghaddam and Karami, 2008; Gaviglio et al., 2017: Marta-

Costa et al., 2022). However, most of the sustainability programs and studies are essentially 

linked on the environmental pillar of sustainability. Based on a review of 133 articles related 

with the terms “sustainable”, “sustainability” and “land use”, Gibbes et al. (2020) conclude that 

almost half of them are focused on one dimension (environmental), one-fifth in two dimensions, 

and the lasting third in all three dimensions of sustainability. Mainly in the last years, there is 

an increasing effort for adopting complex indicators of sustainability that cross all three 

dimensions, thereby minimizing the limitations of using a reductionist approach, and 

simultaneously, emphasising the interdependence of the three pillars. Due to the great 

variability and interdependency of the several attributes and indicators of sustainability, the 

sustainability assessment needs to be made very cautiousness and always considering the 
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several criteria structured in the three mentioned dimensions (De Olde et al., 2016). But not 

only are the dimensions of sustainability important, the measurable ways selected to make them 

operational plays a relevant role for an effective and robust sustainability assessment. Their 

choice must ensure globally applicability, realism, cost-effectiveness, comparability and 

comprehension (Hayati, 2017). The heterogeneity of the methodologies used are evident due to 

the complexity and lack of consensus around the sustainability concept and also due to the 

multifunctionality of the agriculture. The scales to adopt, the indicators selection, the linkages 

and the integration of indicators, and the application of the results in the systems are the main 

problems cited by Marta-Costa and Silva (2013), Binder and Wiek (2007) to assess the 

sustainability on the farming systems. In this context, the complementarity of sustainability 

assessment studies with decision support optimization models has been used in several works 

(Cao et al., 2023; Guo et al., 2022; Marta-Costa, 2010; Moghaddam and Karami, 2008; and 

Rezaei- Xavier et al., 2017; 2018) and may allow the achievement of more adequate solutions 

to the problems that are faced for the sustainability of the agri-food sector. As pointed by Cao 

et al. (2023), the farming systems problems are intrinsically connected, whose solutions require 

a holistic approach to investigate into the interactions among all those factors and devise 

appropriate technological, management and policy interventions. In this scope, indicators and 

parameters of environmental and economic scope have been used, combined with the technical 

characteristics of the systems (Cao et al., 2023; Deo et al., 2022; Guo et al., 2022). However, 

although optimization has been identified as crucial, Guo et al. (2022) states that its 

implementation remains unclear. Namely, as reported by Deo et al. (2022), many models focus 

on a fixed set of crops and agro-ecological conditions (referring to the model of Popp et al., 

2003) and others consider only one crop per season, which does not reflect the real-life scenario 

(e.g. Roy et al., 2009). Also according to Deo et al. (2022) it is necessary to create a realistic 

framework, and a robust and versatile tool that can incorporate all conditions of the systems in 

the decision making process. 

 

3. METHODS AND SOURCES 

From the available data of the Portuguese FADN (2016-2021), sustainability indicators were 

evenly identified (Table 1) for the three economic, social and environmental dimensions, 

following the premises of Elkington (1994). 

 
Sustainability 

dimension 

Indicators Formula Units 

Environmental Pollution by fertilizers Fertilizers and correctives/ UAA €/Ha 

Pollution by phytopharmaceuticals Phytopharmaceuticals /UAA €/Ha 

Energy and water consumption Electricity, fuels and water/UAA €/Ha 

Soil traction  Fuel and lubricants/UAA €/Ha 

Environmental effects Environmental subsidies/UAA €/Ha 

Economic Technical Efficiency Agricultural production/intermediate inputs - 

Activity Profitability Business and Family income/UAA €/Ha 

Competitiveness Investment/UAA €/Ha 

Labour productivity Gross Value Added/ Labour €/AWU 

Autonomy External costs /Real costs - 

Social Land ownership and transferability Own-account UAA/Total UAA % 

Professionalisation of the activity Paid labour/Total labour % 

Contribution to society Taxes and fees/UAA €/Ha 

Level of remuneration  Wages paid/Wage-earner labour €/AWU 

Dependence on subsidies Subsidies to the activity /Gross Product - 

Table 1: Sustainability indicators identified for the Portuguese farming systems using 

available FADN (2016-2021)  

(Legend: UAA - Utilised agricultural area; AWU - annual work unit.) 

(Source: Author’s elaboration.) 
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The indicators were calculated at the farm scale, taking into account the average values obtained 

for the period between 2016 and 2021 and after their deflation according to INE data (2023), 

being 2021 the reference year. They were subsequently normalised in a non-dimensional value 

between 0-100, against the best value obtained for each indicator, which correspond to the index 

100. This procedure follows the economic efficiency techniques in the context of performance 

evaluation (Santos et al., 2020) and is in line with the studies of González-Esquivel et al. (2020) 

and Marta et al. (2022). The value of each dimension resulted from the arithmetic mean of its 

indicators and the global sustainability index resulted from the mean of its dimensions. A 

similar procedure was developed in the previous work of Marta-Costa et al. (2022). Based on 

the global sustainability indexes found in this first step, the optimization model was built with 

the single objective of improving the sustainable performance of Portuguese agricultural 

production systems (Equation 1). Those indexes were considered as inputs for the development 

of the objective function of the model, that combines equally weighted sustainability indexes 

(line 1 of Equation 1). The constraints were defined according to the available data from the 

Portuguese FADN (2016-2021), namely affording to the production factors of Utilized 

Agricultural Area (UAA), labor and stocking density used of each region (line 2 of Equation 

1). Restrictions that ensure the minimum production of each agricultural product according to 

the average levels found in the FADN data (2016-2021) were also added (line 3 of Equation 1). 

The last group of constraints are the non-negativity constraints (line 4 of equation 1). 

 

1) 𝑀𝑎𝑥 𝑍 =  ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗𝑗𝑖   (Equation 1) 

 

Subject to 

 

2) ∑ ∑ 𝑎𝑖𝑗𝑚𝑥𝑖𝑗 ≤ 𝑏𝑚;  𝑗 = 1, ⋯ ,7𝑚𝑖   

 

3) ∑ ∑ 𝑎𝑖𝑗𝑛𝑥𝑖𝑗 ≥ 𝑏𝑛;  𝑖 = 1, ⋯ ,14𝑛𝑗   

 

4) 𝑥𝑖𝑗 ≥ 0  

 

where cij represents the sustainability indexes and xij the farming systems, en hectares, 

developed in each NUT II from Portugal, with i = 1…17 (arable crops, rice, extensive 

horticulture and other extensive crops, intensive horticulture, quality wines, other wines, fresh 

fruits, dried fruits, olive trees, dairy cattle, beef cattle, sheep and goats, pigs, poultry, mixed 

cropping, mixed livestock, and mixed crops and livestock, respetively) and j = 1…7 (North, 

Center, Lisbon and Tagus Valley, Alentejo, Algarve, Madeira, Azores, repectively). The aijm 

and bm represent the existing needs and availabilities of the production factors used, 

respectively, while the coefficients aijn and bn represent the yields obtained from each crop and 

livestock activity and the minimum to be achieved, which corresponds to the average yield 

obtained over the previous six years according the FADN (2016-2021) data. 

 

4. RESULTS 

Figure 1(a) shows the global sustainability indexes obtained for the activities considered in each 

Portuguese region. The results show which regions in Portugal promote the most sustainable 

agricultural and livestock activities and, within each regional context, which activities best 

enhance regional sustainability. Figure 1 shows that in the North and Alentejo, the most 

sustainable activity is olive growing (x91=32%; x94=31%); in the Centre it is poultry (x142=36%); 

intensive horticulture (x43=23%) are the most sustainable in the Lisbon and Tagus Valley 

region, as well as in the Algarve, Madeira and Azores (x45=47%; x46=41%; x47=23%, 

respectively).  
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However, it is also worth mentioning, with very similar values, the dried fruit, in the North 

(x81=32%); the fresh fruit, in the Centre (x72=25%), Lisbon and Tagus Valley (x73=25%), 

Algarve (x75=40%) and Madeira (x76=36%); sheep and goat (x124=25%) and quality wines 

(x54=24%) in Alentejo  and the beef cattle in Azores (x117=21%). Figure 1(b) shows the main 

results of the optimization model that defines the activities to be produced in order to maximize 

the global sustainability of the systems. 

 

Figure 1: (a) Sustainability indexes and (b) Output of the optimization model 

(Source: Author’s elaboration.) 

 

Taking into account the imposed constraints, namely the availability of land and labour in each 

region, matching the animal stocking densities with those practiced in each region in order to 

maintain the characteristics of the systems for all variables placed, and considering a minimum 

production level per product typology equal to that identified in the FADN data (2016-2021), 

the model selected twenty-eight activities, given the universe of 48 decision variables. For the 

North, it selected intensive horticulture (x41), quality wines (x51), dried fruits (x81), dairy cattle 

(x101) and pigs (x131), with the clear dominance of olive growing (x91), which had been 

considered the most sustainable activity for the region (Figure 1a). In the Centre, rice (x22), 

intensive horticulture (x42), fresh fruits (x72), dairy cattle (x102), beef cattle (x112), sheep and goats 

(x122) and poultry (x142) were the selected farming activities.  

 

(a) (b) 
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For the Lisbon and Tagus Valley region, there remain all the farming activities that were singly 

identified, such as arable crops (x13), extensive horticulture (x33) and intensive (x43), other wines 

(x63), and beef cattle (x113). In the Alentejo, its most sustainable activity - olive growing (x94) is 

selected, and beef cattle (x114) come to the fore in this region. Intensive horticulture (x45), fresh 

fruits, including citrus fruits (x75), sheep and goats (x125) and polyculture (x155) are the selected 

activities for the Algarve. Intensive horticulture (x45), despite having shown itself to be the most 

sustainable in this southern region of Portugal, is overlooked by the other activities, possibly 

due to compliance with the minimum limits imposed with the choice of the same activity in 

other regions of the country, and given the constraints imposed in terms of the factors of 

production available in the region. In Madeira, intensive horticulture (x46) and quality wines 

(x56) are selected, and in the Azores, intensive horticulture (x47) and beef cattle (x117) are also 

selected, activities with greater sustainability indexes in the respective regions. 

 

5. CONCLUSION 

The procedures of this work highlight the possibility of monitoring the sustainability of the 

various farming activities in Portugal, using the information that is made available by FADN 

(2016-2021). However, it should be noted the need for a more fine-grained and regular control 

of this data, since, in the periods under observation, it is noted the absence of records for some 

activities (for example, data available for arable crops only for the region of Lisbon and Tagus 

Valley), and there are also years of interruption of data (for example, data available on the olive 

grove have several years of interruption), which could lead to some weaknesses in the outputs 

obtained. Despite the limitations verified, which we tried to address by using a set of 

observation years (2016-2021), which also allows the achievement of an output based on real 

dynamics, the results of the sustainability assessment allow us to identify the most sustainable 

activities and where their practice is in fact more sustainable. In this sense, given the 

information used, intensive horticulture and fresh fruit production carried out in the Algarve 

and Madeira, as well as nuts and olive growing carried out in the North are among the most 

sustainable agricultural activities, all with indexes above 70%. However, the observation that 

is carried out per sustainability dimension does not always correspond to the selection of 

activities that achieve the best global sustainability value, which may be due to the conflict 

between the three assessment areas considered (environmental, economic and social). In this 

work, based on the global sustainability indexes, and taking into account a set of conditions 

related to the needs and availability of production factors, as well as the need to obtain food and 

various raw materials, a model was built to optimise the sustainability of the sector in Portugal. 

The solution obtained shows the prioritisation of some agricultural activities, such as beef cattle, 

sheep and goat farming, extensive horticulture and quality wines. In other words, these activities 

constitute, in the observed scenario, the solution that allows for a greater commitment to 

sustainability, according to the country's constraints. At this stage of development, the model 

represents some limitations and simplifications. Nevertheless, it is a useful tool that can be used 

to guide new public policies toward a more sustainable farming systems. In the future, further 

details will be added to the model to enable more accurate predictions, and thus serve as a 

reliable tool for developing strategies for planning farming systems and its geographical 

distribution. The models conceived in this work also show the ability to be replicated for other 

geographical and economic activity contexts, with some adjustments, and give rise to the 

complementarity of indicators and indexes with the use of optimization methodologies focused 

on the current paradigms of sustainability. 
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ABSTRACT 

Many of the technologies, products and services currently used by society were conceived by 

startups that have changed the way people and companies relate to each other. However, the 

advance, success and survival of a startup usually depend on the quality of its business model, 

on the knowledge generated and/or acquired that becomes part of the intellectual capital of the 

company, but that is often threatened and/or lost due to the difficulty, or inadequate 

management of this knowledge. The objective of this article is to carry out a systematic review 

of publications on knowledge management applied to technology-based startups to obtain a 

clear vision of the current state of the art that has already been produced about the subject and 

to point out the global trend to guide future research works. In this research, carried out in the 

format of a systematic review conducted in the Scopus (Elsevier) database, we initially sought 

to answer the following research question: What is the relevance of Knowledge Management 

in technology-based startups for the development of innovative products? To better select the 

literatures, a qualitative taxonomy model was constructed to evaluate the 1,179 publications 

obtained in the initial search process, resulting in 121 works reviewed by the author. The study 

includes a systematic review and cross-referencing of key words used by the authors of the 

literatures to assemble a cluster of correlations and demonstrate the strength of attraction 

between them. The evidence obtained through the research method used, pointed out the 

continuous growth in several countries of published works on Knowledge Management as a 

key indicator for Startup performance and the innovation process based on the concept of Open 

Innovation, with China being the country that published the most works between the period 

2019 to 2022 followed by India, Indonesia, Malaysia and the United States among fifty-five 

other countries. The literatures reviewed indicate the relevance and complementarity of 

knowledge management for small and medium-sized enterprises (startups) with regard to the 

subject innovation, as well as it is possible to observe the technologies of Industry 4.0 relating 

to the generation of business value and adaptive methods (agility).The findings listed in this 

study can serve entrepreneurs of small and medium-sized enterprises (startups) to improve 

and/or implement knowledge management as a tool for the innovation process. 

Keywords: Digitalization, Innovation, Knowledge Sharing, Open Innovation, Small and 

Medium Enterprises 
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1. INTRODUCTION 

The economy growth of countries is being driven by innovative companies, such as the Startups. 

Assimilating the link between knowledge and the performance of the innovation process is of 

paramount importance and a matter of business survival (TASSABEHJI; MISHRA; 

DOMINGUEZ-PÉRY, 2019). Startups are pioneers in the creative sector due to their innovative 

and adaptive culture of lean structure (Squads) where, people are their main asset that generate 

and share knowledge (ALVAREZ et al., 2020). In this context, the technology-based startups 

are included, whose products and services transform the way companies and people relates to 

each other and, therefore, they depend on the generation and absorption of knowledge to foster 

the innovation process. However, startups have a high failure rate, nine out of ten fail to prosper 

and evolve to the final stage. The success and survival of a startup usually depends on the 

quality of its business model and the ability to innovate, resulting from continuous learning, 

and adaptability to a dynamic context that evolves ever faster (SARWONO et al., 2019). The 

objective of this article is to seek a view on the state of the art that has already been produced 

about the subject, until 2022, and to point out the worldwide trend on the subject to guide future 

research work. 

 

2. METHODOLOGY 

The study addresses the mapping of how knowledge management occurs in technology-based 

startups. And to better understand the research that has already been globally conducted about 

the topic, a systematic review of the literatures was carried out, which allows the understanding 

on a given topic without biases, was initially performed in the Scopus base (Elsevier) between 

the years of 2019 until 2022, in which February 10, 2022 was the end date. The steps described 

below details the review process conducted: 

• Step 1 - Selection of Research Sources  

Based on the outlined objective, a search for papers encompassing the topics of Knowledge 

Economy, Knowledge Management, Innovation, Startups and Small and Medium-sized 

companies was started in the bibliographic database (GRAY, 2012). 

• Step 2 - Selection of Databases 

The systemic survey of the works took place by accessing the Scopus database (Elsevier) 

through the internet, on the website https://www-periodicos-capes-gov-

br.ezl.periodicos.capes.gov.br/. 

• Step 3 - Determining Keywords for the searches  

In the search process, executed in the Scopus database (Elsevier), the keywords described 

in Table 1 were used. The table also presents the dimension and definition of scope of the 

search using them. 

 
Dimension Keywords/filter 

Interest - Knowledge Management, Knowledge 

Economy, Innovation. 

Public - SME, ASO, Spin-Off, Startups. 

 

Restriction 

- (PUBYEAR)=2019, 2020, 2021,2022 

- (DOCTYPE) = ‘AR’ 

- (SUBJAREA) = ‘COMP’ 

Table 1: Dimension and keywords filter 

(Source: Own elaboration based on (HIGGINS & GREEN, 2011)) 

 

• Step 4 - Search by keyword  

After defining the keywords, the Boolean OR and AND connectors were added to form the 

search string, as described in Table 2 – Search Results in the Scopus database.  
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In Step 5 – Definition of additional filters, carried out concurrently with Step 4, the string 

created using the Advanced Research field of the platform was then executed. The search 

in the Scopus base (Elsevier) initially took place in two moments, the first on February 5, 

2022 and then on February 6, 2022. 

 

Below, in Table 2, the results of searches in the Scopus database (Elsevier) in the periods 

mentioned above, are presented. 

 
Keywords Restriction Papers  Search date 

( "Knowledge 

Economy"  OR  

"Management"  OR  

"Innovation" )  AND  ( 

startups  OR  sme  OR  

aso  OR  spinoffs ) 

 

 

AND  ( LIMIT-TO ( DOCTYPE ,  

"ar" ) )  AND  ( LIMIT-TO ( 

SUBJAREA ,  "COMP" ) )  AND  ( 

LIMIT-TO ( PUBYEAR ,  2022 )  

OR  LIMIT-TO ( PUBYEAR ,  

2021 )  OR  LIMIT-TO ( 

PUBYEAR ,  2020 )  OR  LIMIT-

TO ( PUBYEAR ,  2019 ) ) 

5.998 February 5, 2022 

( "Knowledge 

Management"  OR  

innovation )  AND  ( 

startups  OR  sme ) 

3.853 February 6, 2022 

( "Knowledge 

Management" )  AND  

( startups  OR  sme ) 

1.179 February 10, 2022 

Table 2: Search Results in the Scopus database (Elsevier) 

(Source: Own elaboration based on the systematic review (FERENHOF; FERNANDES, 

2016)) 

 

3. RESULTS AND DISCUSSION 

Next, it is possible to find in Graph 1 - Distribution of Articles per Year, the representation of 

articles published along the years within the search scope. Especially in 2021, there has been 

an increase in the number of works published on the subject - 2022 covers until the month of 

February. 

 

Graphic 1: Distribution of Articles per Year 

(Source: Own elaboration based on the articles search (2022)) 
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In Graphic 2, it is possible to find the fifteen countries that have published the most articles on 

the researched theme. 

 

Graphic 2: Number of publications per Country 

(Source: Own elaboration based on the articles search (2022)) 

 

From the World Map perspective, Figure 1 shows the fifteen countries that have had the most 

publications on the subject. 

 

Figure 1: World Map of fifteen countries with highest number of publications 

(Source: Own elaboration based on the articles search (2022)) 

 

The worldwide distribution of 1,179 works presented suggests the high interest of different 

countries in the researched theme, especially those that have shown greater economic growth 

in recent years. 
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4. A CRITICAL ASSESSMENT OF LITERATURE REVIEW CORRELATED TO THE 

RESEARCH OBJECTIVES 

It is possible to find in Chart 1, the keywords most used by the authors. 

 
Keywords Occurrence 

knowledge management 22 

Sme 18 

industry 4.0 15 

Agility 9 

design/methodology/approach 7 

Innovation 7 

Startups 7 

business value 6 

financial performance 6 

Commerce 5 

Competition 5 

Marketing 5 

organizational performance 5 

Surveys 5 

decision making 4 

enterprise resource management 4 

knowledge based systems 4 

open innovation 4 

industrial management 3 

Managers 3 

service industry 3 

social networking (online) 3 

Total 150 

Chart 1: Keywords most utilized by the authors 

(Source: Own elaboration based on the articles search (2022)) 

 

Based on the keywords mentioned by the authors in the articles, their co-occurrence was 

analyzed using the VOSviewer software - version 1.6.16 - in order to identify a quotation 

pattern in the selected articles, where four (4) clusters were found, as shown in Figure 3. To 

better understand the correlations between the keywords, the VOSviewer software created 

clusters of keywords that were then connected according to the strength between their 

correlations. The clusters defined were knowledge management, sme, industry 4.0, and agility; 

and were formed by affinity or proximity. 

 

Figure 2: Clusters of the Keywords utilized by the authors 

(Source: Own elaboration based on the clusters mapped by the VOSviewer) 
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Based on the literature review it was possible to map the clusters that brought together the main 

topics of knowledge management and the relationships with innovation and startups. After 

applying the Pareto chart, the relevance and complementarity of knowledge management for 

small and medium-sized enterprises (sme) and startups was verified regarding the matter of 

innovation, as it is possible to observe industry 4.0 relating to the generation of business value 

and adaptive methods (agility). 

 

Graphic 3: Keywords most mentioned 

(Source: Own elaboration based on the keywords) 

 

Among the journals that had more publications, Production Planning and Control stands out 

with five published articles. 

 

Figure 3: Journals with more publications within the research 

(Source: Own elaboration based on the journals mapped by the VOSviewer) 
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5. CONCLUSION 

The guiding question of this study, "What is the relevance of Knowledge Management in 

technology-based startups for the development of innovative products?", was addressed by 

identifying the high number of publications on the subject in various countries, as indicated by 

the graphs generated from the study. The second objective was to identify which and how other 

areas are related to Knowledge Management, emphasizing the cluster of Industry 4.0 which 

associated technologies, such as cloud computing and Big-Data, are already being utilized to 

support Knowledge Management. According to the results achieved, there is a tendency for an 

increase in publications about Knowledge Management practices in startups, to increase their 

efficiency and the innovation process. For future work, other researchers may conduct several 

case studies to explore the strategies that startups use to overcome high costs in the adoption of 

tools (and practices) for Knowledge Management. 
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ABSTRACT 

When companies internationalise, choosing where to internationalise is a critical decision on 

which the success of the entire process depends. Most books present a prescriptive approach 

to international market selection, defining a systematic approach to data collection and 

analysis as the most correct. However, in the real world, made up mostly of SMEs, this very 

time-consuming and costly process is not feasible. Companies often select the international 

market in a much more expedient way. This conceptual paper presents these more descriptive 

approaches to reality: the gradualist model, the network approach and the mimetic vision. This 

last view is perhaps the least mentioned in the international business literature; however, it is 

the one that justifies the large waves of internationalisation to the same country, by a large 

group of companies, in a given period. 

Keywords: International Market Selection, Prescriptive Approach, Uppsala Model, Network 

model, mimetism 

 

1. INTRODUCTION  

According to the popular aphorism, "When people are free to do whatever they want, they 

usually imitate others". This is evident today, where there is a great need to identify with the 

group, and everyone follows the influences propagated through social networks by micro, 

media, or mega influencers.  Analysing what others do and how it works gives us a great sense 

of security, even if, in reality, the starting point is very different. Companies do not make 

decisions; those who make decisions are the men or women who run them. So it is unsurprising 

that a similar phenomenon is established in companies, even when discussing critical and risky 

decisions. Nowadays, in many cases, internationalisation is not an optional issue; it is 

something that all companies will have to face sooner or later. In this process, companies have 

to answer three fundamental questions: When? How? and Where? The answer to the first two 

is absolutely dependent on the response to the last one1. The timing depends on the maturity of 

each market, so, depending on the chosen market, it may be more interesting to have a pioneer 

internationalisation or to be a follower. The How can only be defined in a close relationship 

with the where, whether we are talking about the entry modes (not all of which are available 

and appropriate for the various markets); or whether we are talking about the marketing mix, 

which to a greater or lesser degree always has to be adapted to the target market. Therefore, the 

selection of the international market is fundamental to the success of internationalisation. The 

international business literature, in a more normative approach, suggests different systematic 

ways of selecting the appropriate market; however, if we take a more positivist approach, 

describing the reality, we can see that in most situations, especially when it comes to small and 

medium enterprises, the process is very different. Companies, like humans, tend to listen to 

others and see what others do and, from there, make their decisions. This paper proposes a 

broader view of the phenomenon, dividing the modes of selection of international markets into 

prescriptive and descriptive.  

 

 
1 Musso and Francioni (2014) have further analysed this issue of precedence or simultaneity. 
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2. LITERATURE REVIEW   

2.1. Prescriptive Modes of International Market Selection 

Prescriptive approaches imply a structured and systematised process based on predefined 

criteria, which is time-consuming and costly. The selection of markets to internationalise results 

from a rational, highly reflexive process that goes through several stages. Andersen and Buvik 

(2002) define six steps:   

1) problem definition, that is, the selection of the international market should be analysed as a 

matter independent of any other decision (such as, for example, selection of the entry 

mode1);    

2) identification of the choice criteria from which the various alternatives will be evaluated;   

3) weighting of the criteria, being aware that the relative weights of the various criteria can 

and should be different;   

4) formulation of various alternatives based on two possible strategies for action:   

a) extensive search, generating a complete list of all alternatives (countries, markets);    

b) optimal search, generating alternatives until the cost of the search exceeds the value of 

the added information;   

5) evaluation of each alternative in each criterion, considering its long-term impact;    

6) calculation of the optimal solution, which can be done using various models:   

a) compensatory models where each criterion is assigned a different weight so that the 

presence of another can compensate for the absence of one criterion;   

b) non-compensatory models, which can be further divided into:    

• disjunctive models - a minimum level of a specific criterion or criteria is set, and 

only those countries that meet that value in that criterion or those criteria are 

considered;    

• ii. conjunctive models - in which countries are classified into acceptable and 

unacceptable clusters.   

 

Compensatory models are more demanding as they require "complete information about the 

alternatives; non-compensatory models allow decisions to be made based on partial 

information" (Andersen and Buvik, 2002, p. 349). The well-known DSM model (Decision 

Support Model), developed by Cuyvers et al. (1995), is an excellent example of a non-

compensatory model for selecting the market to export, in which there is a screening process 

with four filters, in which the first three will eliminate candidate potential that does not represent 

real opportunities. DSM involves comparing all products/countries, an extremely time-

consuming and costly task only possible for companies with a sizeable economic capacity. 

 

 

 

 

 

 

 

 

 

Figure following on the next page 
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Figure 1 – Decision Support Model 

(Source: Cuyvers et al, 2017, 8) 

 

Usually, this process does not consider all existing countries but only a feasible set of countries 

(Vanegas-López et al., 2020). Cavusgil (1985) proposes to start by screening the countries 

based on political, economic, and cultural factors, then by assessing the competitive context, 

ending with an assessment of the company's sales potential of the market under study. 

Subsequently, Cavusgil (1997) presents an index (OMOI - Overall Market Opportunity Index) 

specially designed for emerging markets, composed of the following indicators: market size, 

market growth rate, market intensity, market consumption capacity, commercial infrastructure, 

economic freedom, and market receptiveness. This index involves many variables and a lot of 

data, which is not always easy to obtain or reliable, even more so when it comes to emerging 

markets.  
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Ozturk et al. (2015) developed an approach that is not exactly for selecting the international 

market but rather to analyse the opportunity offered by each market (FMOA) and decide 

whether or not to enter that market. This approach considers three dimensions: country 

responsiveness, potential growth, and aggregate market measures. It is important to note that 

each dimension used for the evaluation corresponds to the joint analysis of several variables 

over several years and a prediction of their future development. Although apparently simple, 

this is a very complex process. The advantage is that it can focus on studying just one market 

at a time, reducing the complexity of the process, and making it relatively less time-consuming 

and costly. However, it does not tell you whether this market is better than others; it only tells 

you whether it is good. The advantage of these approaches is to decrease the risk of spending 

too much time analysing uninteresting markets. Regardless of whether it is a market screening 

or opportunity assessment approach, these systematic approaches always involve the collection 

of many data, not always easily accessible, with complex treatments being costly and time-

consuming processes that are not within reach of most companies. As Papadopoulos and Martín 

(2011) point out, the rationality of decisions is immediately compromised by the cognitive 

limitations of the decision-maker, by time constraints, by costs in obtaining information, and 

by imperfections in decision-making models. The authors also point out that if in developed 

countries there is an ample supply of data, "in the vast majority of markets, which include 

emerging and developing countries, information is almost completely unavailable and even 

basic data, such as education or income levels are unavailable, dated, or unreliable" 

(Papadopoulos and Martín, 2011, p. 135). More than ten years later, these statements still make 

perfect sense. Another problem is that these approaches usually do not consider the differences 

between regions of the same country when it is known that "in almost all countries regions are 

not homogeneous in economic, political or social terms" (Meneses and Brito, 2007, p. 322). 

Moreover, as Marchi et al. (2014) state, the companies' strategic issues and internal factors are 

not considered. This may lead to a mismatch between the selected country and the companies' 

objectives and capabilities. Moreover, initially, it was believed that a systematic selection of 

international markets was linked to better performance; now, the question arises whether there 

is genuinely a cause/effect relationship or just a correlation since the companies that can 

develop these procedures are already more prominent and have more means. On the other hand, 

"more recent literature explaining internationalisation and international performance in the 

context of SMEs has typically relied on networks and business relationships as the main 

drivers" (Martín et al., 2022, p. 2).  

 

2.2. Descriptive Modes of International Market Selection  

2.2.1. Uppsala Model 

In the 1970s, Johanson and Wiedersheim-Paul studied four Swedish companies (Volvo, 

Sandvik AB, Atlas Copco, and Facit). They found that internationalisation is "gradual, rather 

than large and spectacular foreign investments" (Johanson and Wiedersheim-Paul, 1975, p. 

305). Based on these principles, the Uppsala model in its initial form (Johanson and Vahlne, 

1977) follows the Penrosian perspective of the company, seeing it as an organism in 

development, in which internationalisation consists of and results from a learning process. 

Therefore, the company’s growth is progressive, and internationalisation develops sequentially. 

(Johanson and Vahlne, 1977). This leads internationalisation to develop in two dimensions: 

"increasing involvement of the company in each foreign country, and the successive 

establishment of operations in new countries" (Johanson and Vahlne, 1977, p. 23). Thus, the 

first dimension refers to the development within each market. Before any company ventures 

abroad, it builds a domestic base, and the first form of internationalisation is always achieved 

with low commitment, for example, via exports.  
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As it negotiates in this market, the company acquires knowledge that allows it to understand 

this market better, leading it to increase its level of commitment to it. The second dimension 

refers to the international selection of markets, also done sequentially, according to psychic 

distance. "Companies begin internationalisation by going to those markets that they can 

understand more easily, where they perceive opportunities, and with lower perceived market 

uncertainty" (Johanson and Vahlne, 1990, p. 13). Note that "as distance increases, the more 

problematic information flows become. Only through experiential learning can firms overcome 

psychic distance, but this learning takes time, so they need time to go from close markets to 

gradually more psychically distant markets" (Brito and Meneses, 2007, p. 3). Thus, companies 

begin by internationalising to markets closer to them psychically. As they internationalise, they 

acquire more knowledge about the country they are in, so the next step will be to internationalise 

to "the neighbour of the neighbour" and so on. With the accumulation of experience in less 

distant markets (that is, psychically more similar), companies tend to invest in countries a little 

further away, taking small steps towards a safe internationalisation process. Thus, every time 

the company selects a new market, it does so based on the conviction of proximity to the current 

market and not on secure knowledge about that potential market. As is evident, the company 

does not employ objective or systematised evaluation processes when selecting markets and is 

more dependent on non-economic circumstantial factors (Tӧrnroos, 1991; Ellis, 2000). In other 

words, the selection of markets is not based on a rational analysis of the market but rather on a 

gradual movement of psychic distance, which would lead all companies from the same country 

to tend to internationalise to the same destination over time. 

   

2.2.2. Network approach   

In the traditional Uppsala model, the company appeared as a solitary agent, but as Håkansson 

and Snehota (1989) point out, no organisation is an island. It is essential to place the firm in its 

context. "Each company is involved in a complex network of direct and indirect relationships 

that affect its development, reaching internationalisation. These networks have their own 

dynamics, and each company and its relations influence and cause change in the flows between 

them" (Moutinho, 2011, p. 45). In the network approach, firms do not act and react; firms 

interact (Ford et al., 2008). Thus, all their actions and performance depend on their positioning 

in the network; that is, all their actions and performance depend on their networks of contacts 

and the network of contacts of their contacts. Naturally, as companies develop their activities, 

their network of contacts will increase and may even cross borders, making them international 

and creating "bridges to foreign markets" (Coviello and Munro, 1997, p. 365). It should be 

noted that for this to happen, their contacts do not necessarily have to be external; it is enough 

that the contacts of their contacts are external for the bridge to be established, which allows, 

from the outset, the transmission of information and knowledge. When several companies are 

interconnected internationally in an industry, that industry is said to be internationalised, and 

any company that enters that network will find it easier to internationalise. Entering an external 

network "is not a matter of establishing a position in a static network, it is a matter of 

synchronising with a new dynamic of change" (Johanson and Johanson, 2021, p. 1629), which 

will leverage the international development of the firm. Thus, firms can select markets 

according to the knowledge of opportunities that come to them this way or evaluate markets 

using that information. In this way, and contrary to what was predicted by the Uppsala model, 

experience would not be the primary source of information; firms could use "second-hand 

knowledge" (Costa e Silva et al., 2012), and the process would move from just 

intraorganizational to inter-organizational (Johanson and Vahlne, 1990). In this way, 

knowledge of opportunities results from this interaction, and also has the advantage that private 

information is only available to network members (Vahlne and Johanson, 2017).   
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Networks can include company networks (formal networks) formed by customers, suppliers, 

financial institutions and government institutions for example, but also include informal 

networks formed by friends, family and former colleagues, for example (Ge and Wang, 2013). 

Both formal (organisational) and informal (personal) networks can have a substantial impact 

on internationalisation, including the selection of markets (Coviello and Munro, 1997). 

   

2.2.3. Mimetic Vision 

As the networks model shows, companies and managers do not live in a single world, isolated 

from everything else. Companies and managers act and interact with other companies and with 

other managers, seeing what others do, their successes and failures. In 1955, Hoffer2 reported 

that "when people are free to do as they please, they generally imitate others" (Silva et al., 

2018). The same is true for companies. The tendency towards mimicry is evident in many 

circumstances, specifically regarding entry modes and international market selection (Lu, 

2002). By being exposed to good success stories and hearing their stories, managers (especially 

of new and/or small firms) feel inspired and motivated to do the same (Prashantham and 

Birkinshaw, 2015). Companies tend to imitate the actions carried out with apparent success by 

a large number of companies (follow the herd), assuming that their success is also guaranteed, 

or carried out by a large successful company (follow the leader), assuming that when it makes 

its choices, it does so in a reflected and thoughtful way, based on studies and knowledge. There 

are two distinct situations in which follow the leader behaviour can be distinguished: the 

scenario in which signals and actions are visible and the one in which only actions are visible 

(Bikhchandani et al., 1998). In the first scenario, as companies make their decisions, the 

information that underlies these decisions is observed by other companies that can learn from 

them. In the limit, some companies may even make decisions contrary to the internal knowledge 

held, but according to this information, thus forming an information cascade. Firms may also 

act according to this practical information because they do not hold any other information 

internally and believe that by imitating the leader, they are guaranteed success (Lu, 2002). Thus, 

these small firms, without the ability to acquire information, see target market selection 

legitimised. In the second scenario, firms imitate the pioneers, even though they cannot access 

the knowledge that led to the decisions. There is no knowledge capture in this case, and 

decision-making is blind. There is also a belief that the pioneers' decision-making must have 

been based on a rational process based on information and knowledge. It is natural that this may 

have happened initially. However, not knowing the processes by which it was based, it is 

impossible to understand its suitability for the moment and the focal company. In the case of 

oligopolistic structures, mimicry can be linked to a competitive strategy; companies enter 

markets where their rivals are present to neutralise rivalry and not based on specific knowledge 

about the markets in question (Correia and Meneses, 2021). Firms also tend to imitate the 

actions taken by many similar firms (herding behaviour). This is a self-feeding effect because 

as firms imitate the choices of many firms, the number of firms that carry out that action 

increases, becoming even more visible. When the imitators of the imitators (laggards) mimic 

the actions (in this case, they select the same markets), they are already very distant from the 

initial conditions that led the pioneer companies to make this choice, indeed, based on 

appropriate information and considering their characteristics and objectives. "often, the 

behaviour is limited only to observing the actions and simply imitating them" (Silva et al., 2018, 

p. 587), without any thought process, or knowledge transfer and absorption. If in the case where 

companies have access to the information that was the basis for the initial selection or are the 

first imitators, mimicry may even be an expedient way to select the appropriate markets with 

lower costs and faster, in the case of latecomers there will hardly be a match between the 

selected country and the company.    
 

2 Eric Hoffer, North American writer, reference to the book "The passionate state of mind", New York: Harper and Brothers   
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3. CONCLUSION   

In much of the International Business (IB) literature, it is assumed that a systematic, rational 

decision is used to select the more adequate market. However, firms need a lot of resources, 

money, and time to use these methods. Getting and analysing a massive amount of data and 

establishing criteria to screen them is a very complex process only possible for sizeable firms. 

Thus, firms need a more expedited way of moving forward; they go to the closer markets or use 

other firms as a reference. Information about opportunities and market conditions flows on the 

network, and firms could use that information, absorb it, and transform it into useful knowledge 

to decide where to go. At the same time, firms could see what other firms are doing, namely 

where they are going and where they are getting success. So, firms imitate successful firms 

internationalising for the same markets. This mimetic process is a risky approach. Sometimes, 

the first companies to go to a specific market are large companies that work as influencers. 

Smaller companies believe that this initial choice was rational, that large companies have the 

necessary and sufficient resources to make good decisions and that their success is due to these 

same decisions. This mimetic process forms a wave and a strong tendency for companies to 

enter a particular market. This could be a simple and effective market selection method in many 

cases. However, as the wave thickens, the companies joining the wave are less like the initial 

influencer, the market change, and the fit between the not exist. For laggard companies, this 

process can even be hazardous and painful. Even when firms set off to foreign markets without 

much knowledge, they can enter a self-reinforcing virtuous circle if this internationalisation is 

successful. In this way, they increase their specific knowledge of the destination market. About 

internationalisation, and by expanding their network of contacts, they gain more knowledge 

about those who have valuable knowledge.  
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ABSTRACT 

This paper examines the relationship between food neophobia, intercultural sensitivity, and 

living abroad in the context of the current increase in the globalisation of businesses, 

specifically the restaurant industry. The paper utilised a self-administered questionnaire 

distributed through Instagram to obtain a diverse sample of 208 participants. The questionnaire 

comprised three main sections related to intercultural sensitivity, food neophobia, and 

sociodemographic context. The study used a structural equation model (SEM) to test the 

relationships among the variables. The results indicate that allergies play a significant role in 

humans' relationship with food and that living in another country correlates with intercultural 

interaction engagement and negatively influences food neophobia. Trust seems to be stimulated 

by the economic level the subject is at, leading people to act appropriately when in contact with 

individuals from other cultures. The findings suggest that understanding the community's 

relationship with other cultures is crucial before entering a new market with an ethnic food 

restaurant. 

Keywords: food neophobia, international business, intercultural sensitivity, international 

exposure, ethnic food 

 

1. INTRODUCTION  

Economic globalisation has brought the globalisation of businesses in many different sectors, 

and the restaurant industry is no exception. So today, ethnic food with various origins is 

ubiquitous, and it is no longer necessary to travel to different countries to try dishes from 

various sources. Nevertheless, there is still some resistance to trying new foods. If we consider 

Ajzen's (1991) theory of planned behaviour, every behaviour has an attitude as an antecedent. 

Thus, the consumption behaviour of ethnic food from another country is preceded by the 

attitude towards new food. When this attitude is negative, it is called food neophobia. 

Consumers' acceptance of new foods depends on food neophobia, so understanding it is 

essential. Several studies have focused on demographic characteristics such as gender or age, 

and studies are often requested considering sociocultural issues. This paper aims to study the 

effect of international exposure and economic status mediated by intercultural sensitivity. To 

this end, a questionnaire was developed, and 208 valid responses were obtained. We used a 

Structural Equation Model to analyse the relations. Different cultural factors impact food 

neophobia; however, the influence of demographic characteristics is not supported. Before 

entering a new market with an ethnic food restaurant, it is crucial to understand the community's 

relationship with other cultures and how much they are engaged and enjoy being with others.  

 

2. THEORETICAL FRAMEWORK  

Neophobia is a characteristic present in several omnivorous animals functioning as a defence 

system that prevents them from, for example, eating poisonous foods (Schulze and Watson, 

1995) or having allergic reactions (Breneman, 1984).  
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In humans, it presents itself as a psychological factor that affects their eating of unfamiliar 

(Pliner and Hobden, 1992) or ethnic food (Hartmann et al., 2015). This behaviour is 

characterised by fear and aversion to the new (Pliner and Hobden, 1992; Siddiqui, 2022). 

Although food is usually a source of pleasure (Kringelback et al., 2015) or even a source of 

interest (Kivela and Crotts, 2006), when an individual exhibits high levels of neophobia, a new 

dining experience is interpreted as unpleasant. Commerce and catering can be prejudiced when 

in contact with ethnic foods and new foods; individuals do not feel confident to try what is 

presented to them. (Sünnetçioğl, 2020). When visiting another country, one may seek both 

surprise and comfort; in the second situation, novel foods pose a risk to tourists seeking 

familiarity (Lepp and Gibson, 2003). Several studies have tried to understand how tourism 

relates to neophobia, studying, for example, local food consumption with neophobia (Caber, 

2018). However, the same question arises internally whenever ethnic restaurants open in a 

country; in this situation, it is essential to understand how the community will react. Several 

studies mention the importance of certain demographic variables, such as gender and formal 

education (Caber, 2018), but the results do not always point in the same direction. Some studies 

mention a more significant curiosity to learn about new ethnic foods from women (Caber, 

2018), thus revealing less neophobia. These results are consistent with Tuorila et al. (2001), 

among others who reported a higher neophobia in men. Despite this, other studies concluded 

that the differences were not significant (Nordin et al., 2004). Therefore, this relationship should 

be further studied and hypothesised: 

• H1 – Gender influences food neophobia.  

 

Many studies have used university students, children, and children and their parents; most 

studies in this area focus on childhood (Rioux, 2020). A large representative sample of 

populations from countries has not been the norm, so it is crucial to study the effect of age on 

food neophobia, so the following hypothesis is put forward: 

• H2 – Age influences food neophobia. 

 

Formal education appears to be related to the effect of exposure. Thus, if exposure decreases 

neophobia, formal education is expected to be negatively related to it (Meiselman et al., 2010). 

The results were consistent with this hypothesis, showing a decrease in the level of neophobia 

with the increase in formal education (Tuorila et al., 2001), so the following hypothesis is put 

forward: 

• H3 – Formal education negatively influences food neophobia. 

 

There is much consensus in the literature regarding the economic situation-neophobia 

connection. Caber (2018) stated that there was a negative relationship between neophobia and 

high income; the same had already been confirmed by Meiselman (2010), who confirmed that 

perhaps related to greater exposure to different cultures (Flight, 2003), high incomes resulted 

in less neophobia. Thus, in this study, this question is also included, and the following 

hypothesis is put forward: 

• H4 – Economic situation negatively influences food neophobia. 

 

Exposure to novelty appears to be a critical factor because it directly increases the level of 

familiarisation (Pliner and Hobden, 1992), leading to something not being interpreted as 

unknown, thus decreasing its anxiogenic levels. In this way, greater exposure to different types 

of food will lead to less fear of what is new; that is, it will decrease neophobia towards that 

cuisine (Pliner and Hobden, 1992) and less distrust of other new foods.  
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For example, people who have lived in various countries are exposed to different ways of being 

and will have to be disposed of different kinds of food. This greater exposure will lead them to 

a lower degree of neophobia, so hypothesis 5 is put forward: 

• H5 – Exposure to other cultures negatively influences food neophobia. 

 

Cultural sensitivity requires being sensitive and respectful towards other cultures, which is 

related to understanding the dynamics of this culture. People, who can understand the dynamics 

of other cultures, could evaluate cultural behavioural models of individuals and how they act, 

connect, live, communicate, … A high intercultural sensitivity will be reflected when in contact 

with different cultures, not only in how people communicate but also in what people choose to 

eat (Sünnetçioğlu, 2020). The cultural issue had already been studied, relating openness to other 

cultures and neophobia. However, it is crucial to consider not only the ability to explain 

ourselves to others but also the ability to accept the others (Chen, 1997).   Chen (1997) defined 

intercultural sensitivity as the ability to positively interpret contact with different cultures by 

perceiving its benefits. Considering the scale of intercultural sensitivity (Chen, 2000) includes 

5 subscales that assess 5 different dimensions of sensitivity, including Interaction Engagement, 

which is concerned with the feelings created during intercultural communication; Respect for 

Cultural Differences, which focuses on how participants familiarise themselves with or tolerate 

the culture and ideas of their counterparts; Interaction Confidence, which addresses how 

participants act with confidence in an intercultural setting; and Interaction Enjoyment, which 

addresses participants' positive or negative feedback during cultural interactions (Moradi and 

Ghabanchi, 2019). So, intercultural sensitivity can be conceptualised as "an individual's ability 

to develop a positive emotion towards understanding and appreciating cultural differences that 

promote an appropriate and effective behaviour in intercultural communication." (Chen, 1997, 

p. 5). Mascarello et al. (2019) developed a study focused on openness to different cultures, 

considering this dimension important since this variable influences the "acceptance of new 

foods and influences consumers' choices in their daily lives" (Mascarello et al, 2019). However, 

as told, reducing the cultural issue only to openness can be pretty reductive, proposed the 

following hypotheses: 

• H6 – Intercultural sensitivity negatively influences food neophobia. 

• H6.1 – Interaction engagement negatively influences food neophobia. 

• H6.2 – Interaction enjoyment negatively influences food neophobia. 

• H6.3 – Respect for cultural differences negatively influences food neophobia. 

• H6.4 – Interaction confidence negatively influences food neophobia. 

• H6.5 – Interaction attentiveness negatively influences food neophobia. 

 

It is to be expected that cultural exposure leads to greater intercultural sensitivity because the 

shock and the notion of what is different fade away. Similarly, more formal education brings 

more information and a greater ability to understand and deal with others, so the following 

hypotheses are put forward: 

• H7 - Exposure to other cultures positively affects cultural sensitivity (engagement, 

enjoyment, confidence, respect, and attention). 

• H8 - Formal education positively affects cultural sensitivity (engagement, enjoyment, 

confidence, respect, and attention). 

 

Considering that food neophobia itself has at its most instinctive origin the will to avoid 

poisonous or allergenic foods, and also that people with allergies have a contingency situation 

and are not as free as others to try what is new, the following hypothesis is posed: 

• H9 - The existence of food allergies has a positive impact on food neophobia. 
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Thus, the literature review results in the framework shown in Figure 1. 

 

Figure 1: Food Neophobia Antecedents 

 

There are two main variables: intercultural sensitivity and food neophobia. The relation 

between them is the core of this study. Many studies point to diverse relations as gender or age, 

but they claim that it is vital to study socio-cultural factors. 

 

3. METHODOLOGY 

To obtain answers, we developed a self-administered questionnaire distributed through 

Instagram. There were no restrictions, and everybody could answer it. Our goal is to get a 

sample as diverse as possible. The questionnaire has 3 main sections: one related to intercultural 

sensitivity, one to food neophobia, and one to sociodemographic context. To evaluate 

intercultural sensitivity, we use the ISS - Intercultural sensitivity scale developed by Chen et al. 

(2000), which integrates five factors (interaction engagement, respect for cultural differences, 

interaction confidence, interaction enjoyment, and interaction attentiveness). The 24-item scale 

was based on 5-Likert scale, and the choices were: 5=strongly agree, 4=agree, 3=uncertain, 

2=disagree, and 1=strongly disagree. 

 

 

 

 

 

 

 

 

 

 

Table following on the next page 

 

 

 

 

 

 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

298 

Factor Question Polarity 

Interaction engagement 

 1. I have a feeling of enjoyment towards differences between my 

culturally-distinct 

( + ) 

 11. I tend to wait before forming an impression of culturally-distinct 

counterparts. 

( + ) 

 13. I am open-minded to people from different cultures. ( + ) 

 21. I often give positive responses to my culturally-different counterpart 

during our interaction. 

( + ) 

 22. I avoid those situations where I will have to deal with culturally-

distinct persons.  

( - ) 

 23. I often show my culturally-distinct counterpart my understanding 

through verbal or nonverbal cues. 

( + ) 

 24. I have a feeling of enjoyment towards differences between my 

culturally-distinct counterpart and me. 

( + ) 

Respect for cultural differences 

 2. I think people from other cultures are narrow-minded. ( - ) 

 7. I don't like to be with people from different cultures. ( - ) 

 8. I respect the values of people from different cultures. ( + ) 

 16. I respect the ways people from different cultures behave. ( + ) 

 18. I would not accept the opinions of people from different cultures. ( - ) 

 20. I think my culture is better than other cultures. ( - ) 

Interaction confidence 

 3. I am pretty sure of myself in interacting with people from different 

cultures.  

( + ) 

 4. I find it very hard to talk in front of people from different cultures.  ( + ) 

 5. I always know what to say when interacting with people from different 

cultures.  

( + ) 

 6. I can be as sociable as I want to be when interacting with people from 

different Cultures. 

( + ) 

 10. I feel confident when interacting with people from different cultures. ( + ) 

Interaction enjoyment 

 9. I get upset easily when interacting with people from different cultures. ( - ) 

 12. I often get discouraged when I am with people from different cultures. ( - ) 

 15. I often feel useless when interacting with people from different 

cultures. 

( - ) 

Interaction attentiveness 

 14. I am very observant when interacting with people from different 

cultures. 

( + ) 

 17. I try to obtain as much information as I can when interacting with 

people from different cultures. 

( + ) 

 19. I am sensitive to my culturally-distinct counterpart's subtle meanings 

during our interaction. 

( + ) 

Table 1: Intercultural Sensitivity Scale 

 

Neophobia is the rejection of everything new to a person; when we are talking about food, food 

neophobia relates to denying others’ food, namely ethnic food. We used the Food Neophobia 

Scale developed by Pliner and Hobden (1992) to evaluate food neophobia. The 10-item scale 

was based on a 5-Likert scale, and the choices were: 5=strongly agree, 4=agree, 3=uncertain, 

2=disagree, and 1=strongly disagree. 
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Question Polarity 

1. I am constantly sampling new and different foods  ( - ) 

2. I don’t trust new foods  ( + ) 

3. If I don’t know what a food is, I won’t try it. ( + ) 

4. I like foods from different cultures  ( - ) 

5. Ethnic food looks too weird to eat  ( + ) 

6. At dinner parties, I will try new foods  ( - ) 

7. I am afraid to eat things I have never had before  ( + ) 

8. I am very particular about the foods I eat  ( + ) 

9. I will eat almost anything  ( - ) 

10. I like to try new ethnic restaurants ( - ) 

Table 2: Food Neophobia Scale 

 

To evaluate the economic situation, we used the scale of financial sufficiency developed by 

Mittal and Griskevicius (2016), which has three items. The 3-item scale was based on 5-Likert 

scale, and the choices were: 5=strongly agree, 4=agree, 3=uncertain, 2=disagree, and 

1=strongly disagree. 

 

Question Polarity 

1. I have enough money to buy things I want. ( + ) 

2. I don’t need to worry too much about paying my bills. ( + ) 

3. I feel relatively wealthy these days. ( + ) 

Table 3: Financial Sufficiency Scale 

 

To evaluate the cultural exposure, we use a dichotomic variable: Have you lived in another 

country for more than six months? We use a dichotomic variable to evaluate formal education: 

Have you attended higher education? To evaluate the existence of allergies, we use a 

dichotomic variable: Do you have any allergies? 

 

4. RESULTS 

In the end, we obtained 208 responses. Regarding sociodemographic characteristics, the sample 

is very diverse in age, with an average of 29.50 years, a minimum of 13 and a maximum of 65, 

including diverse generations; in gender, including 138 people who identify themselves as 

female, 67 as male, and 3 not binary; regarding formal education 178 has university frequency 

and 30 not. The sample has diverse intercultural experiences, too; 42 have already lived in 

another country for more than 6 months, and only 5 persons have never visited another country. 

We used the structural equation model (SEM) to test the model. In SEM, there is an inner model 

and an outer model. The outer models refer to diverse scales used to evaluate the latent 

variables. The inner model refers to diverse relations studied.  

Outer model  

 

  Neophobia Engagement Attention Joyment Respect Confidence wealth 

Cronbach's alpha 0,805 0,718 0,671 0,639 0,693 0,794 0,817 

Composite reliability 

(rho_c) 0,857 0,822 0,858 0,801 0,811 0,86 0,888 

The average variance 

extracted (AVE) 0,506 0,541 0,751 0,578 0,521 0,557 0,726 

Table 4: Reliability and Validity 
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  Engagement Attention Enjoyment Respect Confidence 

Engagement      
Attention 0,656     
Enjoyment 0,672 0,158    
Respect 0,841 0,28 0,698   
Confidence 0,591 0,3 0,722 0,287   

Table 5: Discriminant Convergence 

 

The first step was the outer model validation. Using SmartPLs, a confirmatory factor analysis 

was developed, ensuring the significance level of each construct was below 0.05 (Pinto, 2016). 

According to Hulland, to ensure internal consistency, loadings must be greater than 0.7. 

However, following Henseler et al. (2009), we kept items with loadings between 0.5 and 0.7 

whenever their deletion did not improve the composite reliability. The rhoC - Composite 

reliability rhoC and Cronbach's alpha measurements were considered to ensure consistency and 

internal reliability (Hair Jr et al., 2021). To assess the convergent validity, we used the AVE. 

For this parameter to be acceptable, its value must be greater than 0.5, which reflects that the 

construct explains 50% or more of the variance of the indicators that constitute this construct 

(Hair Jr et al., 2021). On the other hand, Discriminant validity measures the degree to which a 

construct is empirically distinct from other constructs in the model (Hair Jr et al., 2021); here, 

the Fornell-Lacker criterion was used. Tables 4 and 5 present the values for the criteria used. 

Inner Model. The results (Table 6) demonstrate the significant influence that allergies play in 

human's relationship with food. Hypothesis 9 is confirmed since when allergies are present, 

there is a high level of neophobia; the genesis of neophobia itself can explain these results: it 

appeared as a protective strategy against allergic reactions (Breneman, 1984). The theory links 

exposure to food neophobia; living in another country means experiencing its culture through, 

for example, its traditional foods (Sünnetçioğlu, 2020); our results support this idea and validate 

H5. After analysing the results, an indirect relationship between this dichotomous variable 

neophobia was identified through interaction engagement. Chang (2000) defined this factor as 

the feelings that bloom during an intercultural interaction, so one would expect a correlation 

between living in another country and engaging in interactions with someone from another 

culture since this is the basis of change, which negatively influences food neophobia. The 

results of studies linking travel to neophobia demonstrate that such contacts can decrease fear 

of new foods (Caber, 2018): the same was supported by our results that, instead of linking 

exposure to tourism, connected exposure to living abroad results in a negative correlation with 

neophobia directly and indirectly. It is also possible to observe a relationship between living 

away from home and trust in other cultures, again, this result seems self-explanatory and is not 

related to food neophobia. Although a strong link between intercultural sensitivity and 

neophobia was expected since much of interculturality is related to gastronomical experiences 

(Sünnetçioğlu, 2020), we only obtained an inverse correlation between two factors: engagement 

and enjoyment. As mentioned, engagement is based on positive feelings, and food can provide 

that, so we can see that the desire to try new foods is linked to that positively. Along the same 

line, enjoyment points to the positive balance of interaction with individuals from different 

cultures (Moradi and Ghabanchi, 2019). This positive experience can serve as a previous 

exposure that motivates curiosity and facilitates the ingestion of new foods, decreasing the 

anxiety for the insertion since there has already been a positive experience with diverse cultures.  

It is also possible to observe a relationship between living away from home and trust in other 

cultures, again, this result seems self-explanatory and is not related to food neophobia. Although 

a strong link between intercultural sensitivity and neophobia was expected since much of 

interculturality is related to gastronomical experiences (Sünnetçioğlu, 2020), we only obtained 

an inverse correlation between two factors: engagement and enjoyment.  
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As mentioned, engagement is based on positive feelings, and food can provide that, so we can 

see that the desire to try new foods is linked to that positively. Along the same line, enjoyment 

points to the positive balance of interaction with individuals from different cultures (Moradi 

and Ghabanchi, 2019). This positive experience can serve as a previous exposure that motivates 

curiosity and facilitates the ingestion of new foods, decreasing the anxiety for the insertion since 

there has already been a positive experience with diverse cultures. Despite not impacting 

neophobia, it is also necessary to highlight the relationship between trust and wealth with 

interaction confidence. Trust seems to be stimulated by the economic level the subject is at, 

leading people to act appropriately when in contact with individuals from other cultures. 

 

Table 6: Structural Model Results 

  

5. CONCLUSION 

In conclusion, this study investigated the relationship between food neophobia, intercultural 

sensitivity, and international exposure. The results of this study provide evidence for the 

important role that intercultural sensitivity plays in reducing food neophobia. Specifically, 

living in another country and being exposed to diverse cultures can increase individuals' 

engagement with other cultures, which can, in turn, reduce food neophobia. Additionally, the 

findings suggest that economic status can impact trust and facilitate intercultural interactions, 
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which may be particularly relevant for businesses seeking to enter a new market. However, 

demographic characteristics such as age and gender were not found to impact food neophobia. 

The theoretical implications of this study highlight the importance of considering intercultural 

sensitivity when exploring food neophobia. The findings suggest that interventions to reduce 

food neophobia should promote intercultural sensitivity and exposure to diverse cultures. This 

may be particularly relevant for individuals with food allergies, who were found to have higher 

levels of neophobia. Additionally, the study highlights the need to consider the role of economic 

status in facilitating intercultural interactions and reducing food neophobia. Overall, this study 

has important practical implications for businesses in the restaurant industry seeking to enter a 

new market or tackle new target groups. One of the recommendations is for restaurants to 

consider cultural factors that impact consumers' food preferences and attitudes. This can be 

achieved by designing menus that cater to customers with allergies or dietary restrictions and 

providing information about the cultural origin of certain dishes to increase customers' 

intercultural awareness and sensitivity. Additionally, restaurants can promote positive 

intercultural experiences by organising cultural events or collaborating with other businesses 

that promote diversity and inclusivity. Policymakers and educators can use the study's findings 

to develop programs that promote intercultural sensitivity and reduce food neophobia. By 

considering these factors, stakeholders can develop strategies to promote the acceptance of new 

foods and facilitate intercultural interactions. Regardless, it is also essential to remember that 

the study might have limitations. The sampling bias could be because the questionnaire was 

distributed through Instagram, which might have limited the sample to only those who use the 

social media platform. This could make the sample not representative of the general population 

and limit the study's generalizability. The other potential limitation could be self-report bias, 

which arises due to the questionnaire being self-administered. Participants may not provide 

accurate responses due to social desirability bias or personal biases. For instance, participants 

may not report their food neophobia accurately if they perceive it as a negative trait. It would 

be interesting to conduct complementary studies to triangulate the findings and validate the 

self-reported data and build questionnaire distributed through different platforms or channels, 

such as email lists, online forums, or community organisations that tackle different societal 

groups. These complementary studies would enhance the research and confirm our findings. 
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ABSTRACT 

Perfume advertising accounts for a sizable amount of ad pages and expenditure, which is 

reported to be in the billions of dollars. When employed effectively, celebrities can help brands 

enhance their effectiveness since people want to see their favorite stars in advertisements. 

People like to relate to human stories and feel emotions, which translate into a more beautiful 

narrative in unique locations with compelling characters in advertising. We know that positive 

emotions help brands connect better with their audiences, and brands that can make that 

emotional connection benefit from long-term brand growth. This paper investigates whether, 

in perfume ads, the celebrity's image or the brand's existing reputation has more impact on the 

customer's buying decision-making. Studies show that perfume, comparable to numerous other 

products and services, is not purchased for its functional benefits but is rather an intimate 

purchase with highly individualized preferences. Marketers face a unique issue when selling 

perfume because they cannot sell their product purely on its qualities. Perfume marketers, on 

the other hand, speak to people's fantasies. Therefore, by understanding the impact of the 

celebrity and the brand name in the perfume advertisement, marketing companies can connect 

to the target audience much more effectively, resulting in higher overall revenue. 

Keywords: Brand and celebrity image, customer decision-making, perfume advertisements 

 

1. INTRODUCTION 

The perfume industry is a large and diverse industry that involves the creation, production, and 

marketing of fragrances and scents. It is driven by consumer demand, includes both luxury and 

mass-market brands, and covers a wide range of products such as perfumes, colognes, body 

sprays, and more. Perfume advertising is a highly competitive industry that has been utilizing 

various marketing strategies to appeal to consumers. Today, the perfume industry is a major 

global business that generates billions of dollars in revenue each year and is heavily influenced 

by trends in fashion, culture, and marketing. The industry is also known for its creativity and 

innovation, with perfume houses constantly pushing the boundaries of fragrance creation and 

using new ingredients and techniques to produce unique and distinctive scents. According to 

Lim et al. (2015), perfume is an experience product, and presenting it for online sales is difficult 

since the true sense involved, i.e., olfaction, is missing from the Internet platform, thus pushing 

the buyers to go to the store and try the smell before buying or making them accept the risk of 

not being satisfied with it by buying online. Perfume has a significant impact on human 

behavior, emotions, and mood. Studies have shown that scent can affect people's perception, 

cognition, and behavior. For instance, a study conducted by Herz and von Clef (2001) found 

that different scents can affect people's perception of others. They found that people who were 

exposed to a pleasant scent rated others as more attractive and friendly than those who were 

exposed to an unpleasant scent. Another study by Gueguen (2008) found that wearing perfume 

can increase people's confidence and self-esteem. 
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2. LITERATURE REVIEW: USE OF CELEBRITIES IN PERFUME 

ADVERTISMENTS 

The Internet limits online buyers' ability to employ their senses of smell and taste. Indeed, 

studies such as those by Levin, Levin, and Heath (2003) have emphasized the significance of 

personally inspecting some products before purchasing. According to Zhang and colleagues 

(2018), particularly problematic are online purchases of perfume and shoes, which necessitate 

customers' physical involvement of the olfactory and tactile senses. A celebrity endorser, 

according to Friedman and Friedman (1979), is someone who is known by the public for his or 

her accomplishments in areas outside of that of the product class advertised. Marketers have 

understood the value of including celebrities in their campaigns. Celebrities appear in their 

advertising and provide product endorsements. Marketers believe that a well-known and well-

liked celebrity will positively influence consumers' feelings and buying intentions. In his article, 

Shaughnessy (1995) mentioned that the usage of celebrities produces above-average brand 

recognition, but only around half of the celebrities have a favorable effect on consumers' 

purchasing intentions toward the product. Celebrities are making their imprint in a variety of 

consumer markets, particularly the scent market, whether in music, movies, drama, or sports 

(Hung et al., 2011). Different perfume houses are searching for and wanting to embrace novel 

marketing communication strategies to stay in the game of this ever-increasing sales 

competition, with celebrity endorsement being the most prevalent and popular. They register 

their scent's trademark under a celebrity's name in order to compete with both luxury-branded 

and expensive celebrity-endorsed perfumes (Prasad, 2013). One of the reasons that celebrities 

are used in perfume commercials is that they may help to promote and strengthen the brand's 

image as well. Celebrities are frequently viewed as aspirational characters, and their affiliation 

with a specific perfume can contribute to the creation of a sense of elegance and exclusivity. 

Furthermore, celebrities are well-known and have a big following, so their endorsement of a 

product can result in higher brand visibility and sales. Furthermore, perfume advertising is 

frequently designed to elicit an emotional response from the spectator, and the use of a well-

known celebrity might aid in this purpose. Individuals have strong emotional attachments to 

their favorite celebrities, which might lead to a good association with the promoted scent. 

Therefore, according to Biswas, Biswas, and Das (2006), one of the reasons why corporations 

hire celebrities as endorsers is to create more credible commercials while also developing more 

successful advertisement communication. Effects on consumers' opinions and attention, and 

hence purchase intentions, are consistently regarded as factors that celebrities are thought to 

exert once employed by a firm (McCormick, 2016). Djafarova and Rushworth (2017) believe 

that endorsements by celebrities promoting such products can help unknown products become 

well-known. Indeed, they claim that such endorsements add value to both the product or service 

and the brand name. McCormick (2016) also argues that because endorsers and customers 

become acquainted before they act as spokespersons, it is critical that the endorsers be viewed 

as positive people, both as an ordinary person and as an endorser. "Match up," described as the 

"fit between product and celebrity," is an important theme to consider before selecting endorsers 

(Tantiseneepong et al. 2012). As a result, it is assumed that the attributes possessed by the 

endorsers are more likely to be passed on to the product they are selling, while customers see 

the match between the endorser and the endorsed product (Thwaites, Lowe, Monkhouse, & 

Barnes, 2012). In his study, Ohanian (1990) considers the appeal, trustworthiness, and 

understanding of endorsers about the product they recommend as sources of credibility that 

consumers perceive. In keeping with the previously listed qualities, recognition, likeability, and 

friendliness have been found to increase the effectiveness of endorsers (Miciak & Shanklin, 

1994). Fleck, Korchia, and Le Roy (2012) argue that celebrities have become crucial aspects of 

ads for particular products such as perfumes and cosmetics. For example, they promote the 

endorsement of Dior by famed soccer player Zinedine Zidane.  
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They conclude that, given the constant product launches in the cosmetics and perfume 

industries, it is critical to familiarize customers not only by explaining product benefits but also 

by engaging celebrities to support such products. According to Janssens and De Pelsmacker 

(2009), there are three elements that influence customers' scent preference and choice. Initially, 

there are situational or personal aspects to consider, such as the consumer's eye or hair color, 

gender, age, season, or occasion. Second, there is an emotional aspect, such as past experiences 

with certain odors. Third, there is the consumer's personality, which is influenced by genetics 

and socialization processes. They also believe that certain perfumes can be linked to specific 

people's social classes. They go on to say that the "ideal personality" may impact consumers' 

scent choices, which the authors believe can be reflected in celebrity endorsers. 

 

3. IMPACT OF CELEBRITY’S IMAGE ON CONSUMERS. 

Advertisements can now be found on social media platforms such as Facebook, Twitter, 

Instagram, and YouTube, in addition to traditional advertising outlets such as print and 

television. Customers can "like" a product on Facebook, follow a celebrity on Twitter or 

Instagram, and listen to podcasts or watch videos on YouTube, and many of these platforms 

rely on advertising for financial support. Celebrities today tweet about things they use or places 

they visit, upload images of themselves in their daily lives, and communicate with fans by 

retweeting a post or link sent to them. Celebrities may now contact and interact with their 

followers more quickly than ever before thanks to social media networks. Many celebrities 

utilize social media to exert control over their public image. Many millennials idolize 

celebrities, and adoration of celebrities is a normal element of identity formation, according to 

numerous scholars. According to Boon and Lomore (2001), young consumers have been 

observed copying components of their identity development from celebrities they adore. Many 

shoppers will follow in the footsteps of celebrities who color their hair bright pink or create 

apparel trends. This process of self-construction has the potential to make a superstar an 

example and inspiration to others who admire them (Peter & Olson, 1990). There are various 

causes for the rapid growth of celebrity culture. For example, the growth of mass media has 

made celebrity news one of the most often discussed issues. Celebrities have been 

"reconstituted as contemporary life's overexposed persons" (Marshall, 1997). The same thing 

is happening with other forms of media. Such news garners a lot of attention and boosts 

consumption across all social classes. The development of the celebrity industry has never been 

so rapid. However, there are no indications that it has hit its limit. Media firms, as well as the 

film and music industries, have grown in power. The evolution of the media machine facilitates 

the process of establishing a celebrity. Many shows make use of the human need to be famous. 

Through such shows, celebrities are created in the entertainment business. But another reason 

for the extensive advertising of popular actors, musicians, and athletes is public demand. 

Marshall (1997) argues that celebrity is a highly public sort of dialogue concerning the 

boundaries of what is public, private, and, eventually, intimate. The level of exposure—the 

ability of our devices to record and transmit photos, messages, and sounds—and an online 

society with new exposure standards have aided in expanding our comfort with public intimacy. 

Influential people endorse a broad spectrum of products used around the world, including sports 

clothes, IT technology, alcoholic beverages, and many others. Most people are aware that 

celebrities get handsomely compensated for brief advertisements that do not take much effort. 

As a result, working-class populations that must repay their loans and frequently work in 

hazardous conditions feel envious. The famous have a tremendous influence on practically 

every area of ordinary people's lives, including political beliefs, fashion trends, interests, 

actions, and attitudes (Levy, 2015). Children and teenagers, on the other hand, are the most 

affected. The media influences their emerging worldviews, forming new aims and ideals. Many 

students are willing to forego their education in schools, colleges, and other institutions to 
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appear on billboards and become famous. They don't feel they'll be able to succeed in other 

industries. This can be considered the negative impact of the celebrity on the people, even 

though they may or may not do it purposefully. Although celebrities have some harmful impacts 

on society's culture, they also have good ones. Individuals are positively influenced by public 

figures who advocate ethical principles and take responsible actions (Gornstein, 2014). Several 

celebrities advocate for social justice and make substantial contributions when natural disasters 

occur. If children are not consumed with misconceptions and false beliefs, the celebrity market 

can be beneficial. Popular people can be excellent role models for good behavior and attitudes. 

Many of them, for example, support humanitarian efforts, participate in conversations about 

social issues, generate funds for individuals in need, donate to medical organizations, and 

promote philanthropy. Furthermore, celebrities who lead honorable lifestyles serve as great role 

models for the entire population. They stress the significance of traditional principles such as 

honest interactions and personal integrity. Furthermore, celebrities can entertain and amuse 

their audience through their work in movies, music, and other types of entertainment. This can 

assist people in relaxing, de-stressing, and enjoying life. In addition, some celebrities act as 

great role models for young people, exhibiting the value of hard work, devotion, and ethical 

behavior. This can assist in forming the next generation's values and views. Overall, the 

influence of celebrities on people is varied and multifaceted. They might provide inspiration 

and amusement, but they can also encourage false beauty standards, undesirable behaviors, and 

a separation from reality. It is vital for individuals to be skeptical of the messages that celebrities 

promote and to consider the impact that they have on their lives. By doing so, we can seek to 

limit celebrities' negative effects while also maximizing their ability to do good in the world. 

 

4. BRAND IMAGE AND ITS EFFECT ON CONSUMERS 

Brand image has a significant impact on customer purchasing behavior. If the brand image is 

positive, so will the customer's behavior toward the brand. When a customer is pleased with a 

brand, he or she becomes loyal to it. It is urged that businesses take their societal responsibility 

seriously and deliver a quality product that is worthy of their brand image. But what is brand 

image, and how is it developed? Consumer perception of a brand is referred to as brand image 

(Martinez & Chernatony, 2004). It is formed by a number of elements, including product 

familiarity, perceived quality, brand attitude, and fit between the parent and extension brands 

(Muge & Korkut, 2010). It is an important component of brand equity, and its growth is 

influenced by marketing mix efforts and corporate image (Kim & Hyun, 2011). Yet, brand 

extension has the potential to dilute a brand's product image, particularly when there is a 

mismatch between the parent and extension brands or when the parent brand's perceived image 

and quality are greater (Muge & Korkut, 2010). According to research, user-generated social 

media brand communication improves both brand loyalty and perceived brand quality. 

Furthermore, social media communication can have an impact on brand image, which can be 

investigated using structural equation modeling. Companies must exercise caution while 

expanding into new product categories in order to safeguard their brand image, because the 

stronger the image of a brand, the more dilution happens. It is worth noting that there are 

considerable variances in brand image creation among the industries studied (Schivinski & 

Dabrowski, 2015). Although there are no specific takeaways regarding what brand image is or 

how it is developed, Martinez and Chernatony's (2014) study defines brand image as a 

combination of seven constructs, which include general brand image, product brand image, 

quality, familiarity, fit, attitude, and demographic characteristics. The effect of brand image on 

consumer behavior has been thoroughly studied, and the findings emphasize the importance of 

a good brand image. A good brand image can positively affect consumer behavior, which can 

have a major impact on the bottom line of the firm. Brand equity, which includes the value 

customers place on a brand, influences consumer behavioral intentions, and this effect can be 
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mediated and modified by customer satisfaction and demographic data (Rambocas et al., 2018). 

Because all three image elements were found to be significant in determining the net influence 

of image attributes on sales, changes in brand image attributes can explain fluctuations in sales 

numbers. Customer self-perception and perception of brand image have a substantial influence 

on their marketplace behavior, and social media marketing initiatives have been shown to 

positively influence brand image (Ataman & Ülengin, 2018). Brand image has a substantial 

impact on consumer behavior toward a brand and is one of the two key aspects of brand equity, 

with social media marketing positively impacting both dimensions. Positive brand image can 

lead to higher brand preference, price premium, and loyalty through social media marketing 

initiatives (Godey et al., 2016). Additionally, customer satisfaction mediates the relationship 

between brand equity and customer behavioral intentions, with customer age, education, and 

gender acting as moderators. Customer behavioral intents to repeat purchases, be ready to pay 

a price premium, switch, and generate positive word of mouth are all related to brand equity 

(Rambocas et al., 2018). The brand also influences customer decision-making processes, with 

the purchase of branded products and preference for brand origin being dependent on consumer 

age (Chovanová et al., 2015). Corporate image has a direct impact on client loyalty, and it is a 

more important route to customer loyalty for complicated services than customer satisfaction 

(Wallin & Lidestad, 1998). Finally, consumer-based brand equity has a direct influence on 

consumer behavior, and social media marketing efforts have a favorable impact on it, which is 

critical for developing brand loyalty, brand preference, and the ability to charge a premium 

price for products in the context of SMMEs (Godey et al., 2016). A brand is more prominent 

than ever in an individual's self-image. Consequently, the degree to which consumers believe 

the brand reflects themselves determines the strength of consumer-brand attachment (Park et 

al. 2010). Self-concept can be divided into two types: "real self" and "ideal self." An individual's 

actual self reflects his or her current perceived reality (i.e., who I am now). The ideal self, on 

the other hand, refers to an individual's aspirational self, which exhibits a vision of objectives 

and ambitions associated with his or her future self (i.e., who I want to be) (Gough et al. 1978).  

How does the brand's image influence consumer behavior? Creating a strong brand image is 

critical for businesses seeking to attract and retain customers. A brand's image can be influenced 

by a variety of elements, including psychological, social, and personal factors that influence 

brand perception (Tekin et al., 2016). Advertising campaigns with a continuous theme can help 

a brand's image develop. Direct consumer experience is very important in authenticating brand 

image. For a good brand image, a straightforward and effective message is required (Manhas 

& Tukamushaba, 2015). Additionally, one of the competitive needs is building up the brand 

image of firms. Brand distinctiveness, brand loyalty, and brand awareness or associations are 

all important factors in developing a strong brand image (Mohd et al., 2007). Authenticity and 

consistency are critical in developing a strong brand image and making an emotional connection 

with the audience (Manhas & Tukamushaba, 2015). According to Bravo and colleagues (2012), 

creating a strong corporate image will also make you more appealing to customers. Therefore, 

mitigating the impact of unfavorable non-firm information might contribute to a good brand 

image. Promoting the positive image of the brand's native nation helps improve the brand's 

overall image. A positive country image can also be leveraged in brand name strategy (Mohd 

et al., 2007). Ultimately, building a good brand image requires time and work, but it can lead 

to long-term success and consumer loyalty (Manhas & Tukamushaba, 2015). 

 

5. IMPACT OF BRAND IMAGE AND CELEBRITY’S IMAGE IN PERFUME 

ADVERTISEMENTS 

What is the difference between celebrity image and brand image in perfume advertisements? 

To market their goods, perfume advertisers rely on both celebrity and brand images. Celebrity 

endorsements are a widely known marketing approach, but they are not the only one.  
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According to research, even if no specific product information is provided in the 

advertisements, customers are more likely to recall the featured brand the next time they 

purchase a perfume (Choi & Rifon, 2012). This means that brand image is important in shaping 

the consumer's view of the product. In reality, consumer perception of a brand is an important 

component of brand equity, and all advertising dollars should not be spent entirely on 

advertisements featuring celebrities (Mukherjee, 2009). Most perfume commercials, on the 

other hand, include both celebrity and brand cues, with celebrity endorsers frequently appearing 

in vehicle and perfume promotions (Aaker & Biel, 2013). Consumers identify the image of the 

celebrity with the perfume, demonstrating that the celebrity image has an important impact on 

the consumer's view of the product (Solomon et al., 1992; Tantiseneepong et al., 2012). Human 

brands (celebrities) with strong image appeal can also improve the efficiency of perfume 

marketing (Seo et al., 2012). Researchers examined coded images and indications within print 

advertisements to evaluate customer expectations from print ads, indicating that fragrance 

commercials receive a lot of attention (Toncar & Fetscherin, 2012). To summarize, while 

celebrity image is crucial in perfume commercials, brand image is just as significant in leaving 

a lasting impression on the consumer's mind. How do consumers perceive celebrity image vs. 

brand image in perfume advertisements? The use of celebrities in advertisements is based on 

signaling theory, which states that some product categories, such as automobiles and perfumes, 

have symbolic value and are more easily connected with a celebrity or other spokesperson 

(Aaker & Biel, 2013a). According to a study done to better understand customer reactions to 

celebrity-endorsed perfumes, individuals establish a self-connection with the brand based on 

their assessment of the celebrity's image (Tantiseneepong, 2012). This perception is critical in 

building brand equity, which is a component of brand perception. Spry and colleagues (2011) 

argue that people regard a brand as credible if they believe it possesses a specific ability or 

value. Younger consumers, for example, may associate a distinct smell with good value for 

money, resulting in an improved brand reputation. Meanwhile, shopping mall patrons consider 

human brand pictures to be one of the most effective advertising methods, particularly for 

products lacking a human brand (Seo et al., 2012). As a result, advertisers can utilize human 

brands with great image appeal to promote their products. Finally, consumers' perceptions of 

brand image are critical in shaping purchasing behavior (Srivastava, 2011). Building a strong 

brand image is critical for perfume brands to differentiate themselves from competitors and 

influence consumer behavior (Sanny et al., 2020). What is the impact of celebrity image vs. 

brand image on consumer behavior and purchasing decisions? According to research, celebrity 

endorsement can impact customer purchasing behavior; however, the efficiency of such 

endorsement differs depending on criteria such as product type and brand image congruence 

(Aaker & Biel, 2013; Choi & Rifon, 2012). According to a poll, people believe brand image to 

be an important component of brand equity, indicating that it influences consumer behavior and 

purchase decisions (Aaker & Biel, 2013). Yet, factors such as product category and perceived 

value-for-money association have an impact on brand image (Srivastava, 2011). Brand image 

consistency is also crucial for businesses since it allows for economies of scale in advertising 

and aids in the creation of a credible brand image (Spry et al., 2011). Social media influencers 

can also affect customer behavior and purchasing decisions because their followers are 

influenced by the things they use and promote (Sharma 2016). Finally, both celebrity and brand 

images influence customer behavior and purchase decisions, and businesses must carefully 

analyze their marketing approach to have a favorable impact on consumers. 

 

6. CONCLUSION 

Perfume advertisements often feature either a celebrity or a brand image to promote their 

products. While both strategies aim to influence consumer behavior and increase sales, the 

impact of a celebrity's image and a brand's image can differ significantly.  
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The main difference between the impact of a celebrity's image and a brand's image in perfume 

ads is that the celebrity's image is used to create an emotional connection with the consumer, 

while the brand's image is used to create a perception of quality, luxury, or exclusivity. 

Moreover, the use of a celebrity's image in a perfume ad can often result in more immediate 

sales as consumers are more likely to be influenced by the emotional connection created by the 

celebrity's image. On the other hand, the brand's image can create a long-term perception of 

quality and exclusivity, which can result in more loyal customers over time. Ultimately, the 

choice between using a celebrity's image or a brand's image in a perfume ad will depend on the 

marketing objectives of the brand as well as the target audience for the perfume. 
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ABSTRACT 

The incidence of tax evasion/avoidance has become one of the major challenges affecting 

revenue generation in many countries especially in developing and emerging economies like 

Ghana. In a previous study we analyzed the causes and effects of tax evasion in the Sekondi-

Takoradi Metropolitan Assembly of the Western Region of The Republic of Ghana. This study 

aims to discuss the findings regarding the solutions to prevent the tax evasion. Therefore, the 

main objective is to analyze the solutions, according to the point of view of small business 

owners. The data was collected using a structured questionnaire. The final sample size is based 

on 97 taxable persons and businesses. According to our findings, the retail sector is more prone 

to tax evasion; females have a different behavior from males. Regarding solutions to avoid tax 

evasion the “Government spending should be development oriented to encourage taxpayers” 

and “the information on taxes should be available to the public” are relevant; Education in 

taxation also plays an important role (according to the respondents). At first glance, the 

reduction of the tax rates is not the most important solution mentioned by the respondents; 

however, depends on the education profile. 

Keywords: Ghana, tax evasion, tax rate, income, education 

 

1. INTRODUCTION 

The Global Financial Integrity (GFI) estimated that African countries lost US$854 billion in 

cumulative capital flight by way of tax evasion and avoidance between 1970 – 2008 (Germany 

Federal Ministry for Economic Cooperation and Development (2010). Ghana economy is also 

strongly affected by tax evasion. Therefore, following our previous study to analyse the causes 

and the effects of tax evasion in the point of view of small businesses’ owners, the aim of this 

study (second part) is to analyse the solutions for preventing tax evasion in Sekondi-Takoradi 

Metropolitan Assembly of the Western Region of The Republic of Ghana. Based on the tax 

evasion literature we have identified factors that might help to avoid tax evasion. In terms of 

methodology, we prepared a questionnaire to obtain the data needed; next using appropriate 

statistics methods we achieved the results. The discussion allowed us to reach the conclusions 

about the solutions to mitigate Ghana tax evasion issues (Sekondi-Takoradi Metropolitan 

Assembly of the Western Region). This work is structured as follows: after this introduction 

we present a brief literature review. Next, we explain the methodology used in the study, 

particularly, the sample and the methods used. Finally, after the results discussion, we present 

the main findings. 
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2. BRIEF LITERATURE REVIEW 

Considering the consequences of tax evasion there is the urgent need to adopt strategies and 

practices that help to mitigate the effects. According to Shome (2005), tax administration has 

the mandate to maximize revenue from taxation whilst minimizing tax evasion. These constitute 

the main challenge of the tax administration and therefore cannot be over-emphasized. The 

issue at stake is not just about maximization or minimization but rather, that of optimization. 

He goes on further to make the point that effective tax administration is one of the best solutions 

any government can implement to mitigate the tax evasion menace. Oberholzer (2007) also 

gave the following categories of solutions by way of tax administration governments can take 

to help solve the menace: (i) Measures which define and criminalize tax evasion such as anti-

avoidance legislation; (ii) Those which punish evasion; (iii) Those which forgive tax evaders 

and allow them to re-enter the formal economy (e.g. Tax Settlements and Amnesties); and (iv) 

Measures which appeal to or seek to create group norm of compliant behavior such as Naming 

and Shaming. Lewis in (1982) proposes two policy initiatives as tested solutions to the tax 

evasion problems which are: (i) Pushing for an improvement in taxpayers’ attitudes and 

perceptions vis-à-viz the government and tax administrators; and (ii) Enhancing the deterrence 

capabilities of tax administrators. Lewis believes the issue is not about the fear of punishment 

but rather compliance to rules prompted by conscience or self-intuition. Shome (2005) again 

argued that threats and effective audit practices, scrutiny, investigations, penalties, and 

punishment for errant taxpayers ought to be put in place as a solution to combat the menace of 

tax evasion. He also summed up laudable approaches in keeping tax evasion in check as part of 

the solutions. He admonishes as follows: (i) the tax administration should be well structured 

and resourced to enable them to incorporate genuine threats of penalties and ensure due process; 

(ii) Tax administrators should not sit aloof in designing a good tax policy that follows a simple 

tax structure and commensurable to the tax laws; (iii) The tax administration should endeavor 

to digitize as many administrative processes as possible to check the face-to-face encounters 

between tax officials and taxpayers. In his research topic “What Is Wrong With Tax Evasion?” 

Green (2009) also espoused various probable solutions to fix the problem of tax evasion as 

follows: (i) Making the Tax Code more equitable in vertical and horizontal perspective; and 

clearly distinguishing between ‘choate’ and ‘inchoate’ violations; (ii) Streamlining the Tax 

Code, distinguishing clearly between lawful and unlawful behavior (not over-looking the 

imposing difficulties especially in the context of large businesses tax commitment); and giving 

clearer outlines on what establish criminal violations and civil violations of the Code; (iii) 

Redefining the characteristics of ‘mens rea’ (criminal intent; the thoughts and intentions behind 

a wrongful act including knowledge that the act is illegal); and enhancing enforcement whilst 

ensuring uniformity at the level of enforcement; (iv) Eschewing political rhetoric, drumming 

home the importance of tax revenue in the public; and modifying the spending priorities of 

government. Vogel (1974) identifies education and information with impact on the process of 

forming opinions, it is argued that understanding the behavior of taxpayers and the origin of 

such unambiguous behavior is one of the keys to solutions to tax evasion. Hoe (2010) also 

argued that, to enhance tax efficiency as a solution to combating tax evasion, tax administrators 

must adhere to the following: 

• Simplification: the administration of taxes should not be so complicated to assess and 

collect. This will ensure a lower cost to the administration and the taxpayer.  

• Shorter Audits: Once a tax return is filed, the tax audit should begin soon enough time 

possible. With this the taxpayer is able to respond to needed information in ample time.  

• Transparency: All rules of engagement about tax payments should be made public, be 

effectively communicated to the taxpayer and also be assessable. This gives the taxpayer 

the full knowledge of the tax paying system.  
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• Training: As tax administration evolves, tax officials should stay abreast with the recurrent 

changes in the course of their duties.  

• Cost of Compliance: More often, the requirements for tax compliance are just the properly 

recorded books; therefore, the taxpayers should be well-informed on the best approaches to 

keeping good books of record.  

• Confidentiality: To encourage the taxpayers to provide tax information at will without the 

fear of being leaked, tax administrators should offer the highest confidentiality to taxpayers’ 

information in their custody.  

• Impartial Appeal Process: Any disparities among tax administrators and taxpayers should 

go through an impartial appeal process and a report be formally communicated without 

over- looking the confidentiality of the individuals affected. 

 

From the foregoing, an argument can further be advanced that cultivating a deeper 

understanding of the technicalities behind the tax laws and regulations; and the tax benefits to 

the economy are conditions precedent to affirmative attitudes about the tax system and a fiscal 

behavior which is capable enough to put tax evasion as a social canker in check. Other studies 

have been done in the field of finding workable solutions is the best way to curb the menace of 

tax evasion and tax avoidance and such solutions have largely advocated for administering 

friendly, equitable and affordable tax rates as well as accessible tax systems at all times and 

most especially in countries with weak identification system. 

 

3. DATA AND METHODS 

As previously mentioned, the main general objective of the study is to analyze the solutions to 

avoid tax evasion in Sekondi-Takoradi Metropolitan Assembly of the Western Region of The 

Republic of Ghana, according to the respondents. 

 

3.1. Data collection analysis 

The final sample size of ninety-seven (97) respondents from the Sekondi-Takoradi 

Metropolitan Assembly of the Western Region of The Republic of Ghana.  The study adopted 

a self-completed questionnaire (using Likert scale) as the main tool for collecting primary data. 

The self-completed questionnaires were administered by hand to selected respondents and later 

collected. The study employed descriptive statistics and tests as a means of analysing data and 

the results are presented in charts and tables in the subsequent pages. 

 

3.2. Objectives and hypothesis  

The next table provides information about the objectives and the hypothesis. 

 

 

 

 

 

 

 

 

Table following on the next page 
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Label Objectives or Research Hypotheses Technique 

O1 Identify the age bands with more propensity to tax evasion  
Mean and Standard deviation. 

Frequency tables. 

O2 Identify the marital status with more propensity to tax evasion 
Mean and Standard deviation. 

Frequency tables. 

O3 Identify the type of business with more propensity to tax evasion 
Mean and Standard deviation. 

Frequency tables. 

O4 Identify the years in business with more propensity to tax evasion 
Mean and Standard deviation. 

Frequency tables. 

H1 There is an association between variables gender and tax evasion Chi-Square test 

H2 There is an association between variables education and tax evasion Chi-Square test 

H3 There is an association between number of employees and tax evasion Chi-Square test 

H4 
There are differences by gender regarding solutions to avoid tax 

evasion 
Student t-test 

H5 
There are differences between the age bands regarding solutions to 

avoid tax evasion 
kruskal-Wallis 

H6 
There are differences between the education regarding solutions to 

avoid tax evasion 
kruskal-Wallis 

H7 
There are differences between the marital status regarding solutions to 

avoid tax evasion  
kruskal-Wallis 

H8 
There are differences between the type of businesses regarding 

solutions to avoid tax evasion 
kruskal-Wallis 

H9 
There are differences between years in business regarding solutions to 

avoid tax evasion 
Student t-test 

H10 
There are differences between number of employees regarding 

solutions to avoid tax evasion 
kruskal-Wallis 

   

Table 1: Objectives and Hypotheses 

 

4. RESULTS AND DISCUSSION 

4.1. Taxpayers profile 

Concerning the taxpayer’s profile, as stated in the previous authors’ study “causes and effects 

of tax evasion” the information is as follows (Kumi-Dumor, Fernandes & Lopes, 2022):  

• The total number of respondents is 97; two-third of the respondents are males and one-third 

are females. In terms of age bands, 44,30% of the respondents have in between 31 and 35 

years old. Regarding the education level, 42,3% hold a secondary/technical degree, 20,6% 

have a tertiary degree; 23,7% declare other education background. There are 13,4% with no 

education background.  

• In what concerns to marital status, the majority is married – 62,9%, 24,7% are single and 

10,3% are divorced. To ascertain the types of business the respondents engaged in the 

following was adduced. 2.1% are in manufacturing, 17.5% in services. 16.5% are into 

distribution whilst 58.8%, are in the retailing of goods.  Conclusion can be made that more 

than half of the population surveyed are into retailing. 

• Gender and age 

Four out of the 97 respondents were below the age of 25 years made up of 50% male and 

female apiece. Eleven respondents fell between the ages of 26 – 30 years.  81,8% and 18,2% 

were male and female respectively. 62,8% male and 37,2% female of 11 respondents out of 

the total 97 were between the ages of 31 – 35 years. In the 36 – 40 years age range, 25 

respondents out of 97 were 68,0% male and 32,0% female. Fourteen (14) out of the 97 

respondents made up of 64,3% male and 35,7% female were above 41 years. 

• Business and education. Forty-One out of the 97 respondents made up of 4,9% in 

manufacturing, 14,6% in service, 9,8% in distribution, 68,3% in retailing and 2,4% in the 

other business categories had Secondary/Technical education. The Tertiary education saw 

twenty respondents made up of 15,0% apiece in service and distribution and 70,0% in 
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retailing. For No Education category of respondents 23,1% were into service, 7,7% into 

distribution, and 69,2% into retailing. Twenty-three respondents out of the 97 made up of 

21,7%, 34,8%, 26,1% and 17,4% in the business of service, distribution, retailing and other, 

respectively had some other forms of education. 

 

4.2. Descriptive Statistics Analysis 

4.2.1. Profile and tax evasion (Kumi-Dumor, Fernandes & Lopes, 2022) 

According to the respondents we present some pertinent issues in relation to profile 

characteristics and tax evasion in the past - question 16A “have you evaded tax before”. 

Globally 30% of the people declared that had evaded tax before, 42% declared that never evade 

tax before and 28% are not sure. 

 

• Gender vs. tax evasion. Regarding gender (66% males; 34% females) and question 16A 

(have you ever evade tax before), the percentage of males (29,7%) and females (30,3%) that 

declared had evaded tax before is similar. Therefore, at first sight the behavior seems to be 

analogous. On the other hand, 50% of men declared never evade tax before, contrary to 

females (27,3%). The “not sure” answer was higher for females (42,4%) against 20,3% of 

males. 

• Age vs. tax evasion. The age band declaring had “evaded tax before” with higher percentage 

is 26-30 years.  The lower percentage is band age 31-35 (45,5%) and below 25 (25%). 

• Education vs. tax evasion. Concerning education and tax evasion in past, respondents with 

higher education levels are those that declare more evasion before: “had evaded tax before” 

45% -Tertiary, 29, 3%. While respondents with no education and other show a percentage 

of 23,1% and 21,7%, respectively. 

• Marital status vs. tax evasion. Divorced respondents are those that declared had “evaded tax 

before” - 40%. Single and married show a percentage of 33% and 27,9%, respectively.  

• Type of business vs tax evasion. The distribution sector of shows the higher percentage of 

“evade tax before” - 37.5%, retailing sector 30,3%. 

• Years in Business vs. tax evasion. The majority declares that did not tax evasion in the past 

(42,3%) against to 29,9% of those that answered yes. Regarding “yes answers”, those that 

are in the business in the band of 1-5 years show the higher percentage (58,6%); “year in 

business” above 6 years also show a percentage of 37,9%; only the “beginners” (“years in 

business” lower than 1 year) seems to declare an “yes” answer with lower percentage – 

3,4%. 

 

4.2.2. Solutions to avoid tax evasion 

The descriptive statistics regarding the solutions show that the respondents do not disagree or 

strongly disagree with the suggested solutions (see next table). 

 

 

 

 

 

 

 

Table 2: Objectives and Hypotheses 
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Table 2: Descriptive statistics for solutions to avoid tax evasion 

 

The solution that shows a lower mean (i.e., strongly agree) is related with the government 

behavior “Government spending should be development oriented to encourage taxpayers” and 

in second position comes “the information on taxes should be available to the public”. 

Education in taxation is also an important issue for the respondents. The reduction of the tax 

rates is not the most important solution mentioned by the respondents. 

 

4.3. Results 

Considering the objectives and the hypotheses* previously stated, the evidence obtained is as 

follows: 

 
Label Objectives or Research Hypotheses Conclusion 

O1 
Identify the age bands with more propensity for tax 

evasion  

Age band with more tax evasion: 

31-35 (34,5%); 36-40 (27,6%)  

O2 
Identify the marital status with more propensity for 

tax evasion 

From 29 respondents that declared committed tax 

evasion, 58,6% are married  

O3 
Identify the type of business with more propensity 

for tax evasion 

The activity sector with more propensity for tax 

evasion is the retail sector: 65,5% 

O4 
Identify the band years in business with more 

propensity for tax evasion 

The businesses with more propensity to tax evasion 

are business established within 1 to 5 years (58,6%) 

  p-value Conclusion 

H1 
There is an association between variables gender 

and tax evasion 
ρ=0,039 

Corroborated 

H2 
There is an association between variables education 

and tax evasion 
ρ=0,135 

Not corroborated 

H3 
There is an association between number of 

employees and tax evasion 
ρ=0,693 

Not corroborated 

H4 
There are differences by gender regarding solutions 

to tax evasion  
ρ=0,481  

Not corroborated 

H5 
There are differences between the age bands 

regarding solutions to tax evasion 
ρ=0,409 

Not corroborated; 

H6 
There are differences between the education 

regarding solutions of tax evasion 
ρ=0,962 

Not corroborated 

H7 
There are differences between the marital status 

solutions to tax evasion 
ρ=0,755 

Not Corroborated 

H8 
There are differences between the type of businesses 

regarding solutions to tax evasion 
ρ=0,724 

Not corroborated 

H9 
There are differences between years in business 

regarding solutions to tax evasion 
ρ=0,073 

Corroborated 

H10 
There are differences between number of employees 

regarding solutions to tax evasion 
ρ=0,773  

Not Corroborated 

Table 3: Evidence obtained 

(*Globally results for solutions (i.e. group); Individual results (by question) are presented 

below in the discussion comments.) 

 

Strongly 

Agree
Agree

Neither 

Agree/Dis

agree

Disagree
Strongly 

Disagree

1 2 3 4 5

67 15 15 - -

69,1 15,5 15,5 - -

56 30 11 - -

57,7 30,9 11,3 - -

74 15 8 - -

76,3 15,5 8,2 - -

87 2 8 - -

89,7 2,1 8,2 - -

78 9 10 - -

80,4 9,3 10,3 - -

64 13 19 - -

66,0 13,4 19,6 - -

Global Mean 1,39 0,681

6.  The tax administration structure should be computerized to eliminate corruption. 1,53 0,807

4. Government spending should be development oriented to encourage tax payers. 1,19 0,565

5.  Information on taxes should be made available to the public. 1,30 0,648

1,32 0,622

Statement Mean
Standard 

Deviation

1,461.  Tax rates should be reduced to enable everybody to pay. 0,751

2.  Enforcement of penalties for tax default should be made clearer and public. 1,54 0,693

3.  Priority should be placed on tax education.
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Therefore, the evidence obtained is as follows: 

• O1. According to the results the age bands with more propensity are 31-35 (34,5%) and 36-

40 (27,6%). 

• O2. The marital status with more propensity for tax evasion are married people (58,6%). 

• O3. the type of business with more propensity for tax evasion are retailers (65,5%). 

• O4. The band years in business with more propensity for tax evasion are 1-5 (58,6%). 

• H1. Since the p-value is lower than our chosen significance level (α = 0,05), we conclude 

that there is an association between “gender” and “tax evasion” (p=0,039). 

• H2. Since the p-value is greater than our chosen significance level (α = 0,05), we do not 

reject the null hypothesis; we conclude that there is not enough evidence to suggest an 

association between “education” and tax evasion (p=0,135). 

• H3. Considering α = 0,05, we do not reject the null hypothesis; we conclude that there is 

not enough evidence to suggest an association between the size measured by the “number 

of employees” and tax evasion and (p=0,693). 

• H4. There are no association by “gender” regarding “solutions” to avoid tax evasion 

(p=0,481), globally and individually (we concluded that there is not enough evidence to 

suggest an association). 

• H5. Due to the violation of the normality assumption, the non-parametric test Kruskal-

Wallis was used. We do not reject the null hypothesis; globally, we conclude that there is 

no association between “age” and the “solutions” for tax evasion (p=0,409). 

• H6. Concerning the “education” background, globally, we conclude that there is no 

association between “education” and “solutions” (p=0,962). Individually, we conclude that 

there is an association between “education” and “solutions” in the following cases: 

• (viii) 1C “taxes should be reduced to enable everybody to pay” (p=0,061) 

• (ix) 5C “Information on taxes should be made available to the public” (p=0,051) 

• H7. Concerning the “marital status”, we conclude that there is no association between 

“marital status” and “solutions”, individually and globally. 

• H8. Regarding “type of business”, we conclude that there is not a significant association 

between “type of business” and “solutions”, individually and globally. 

• H9. Regarding “years in business”, globally, we conclude that there is association with 

solutions to avoid tax evasion. No association individually. 

• H10. Regarding “number of employees”, we conclude that there is no association with 

solutions to avoid tax evasion, globally and individually.  

 

5. CONCLUSION 

Taking into consideration the aim of this study (and his exploratory character), and considering 

the respondent’s opinion, we found evidence concerning the solutions to prevent tax 

evasion/avoidance in the Sekondi-Takoradi Metropolitan Assembly of the Western Region of 

The Republic of Ghana. Previously, we found that age, marital status, the type of business and 

the years in business might have impact on tax evasion. People within 31 to 40 years and 

married people are those that engage more in tax evasion. The retail sector and businesses from 

1 to 5 years old are those that show more propensity to tax evasion. The gender factor shows 

differences in the tax evasion behavior (between males and females). Therefore, there are 

differences between males and females regarding tax evasion. More females denied that 

committed tax evasion or are not sure about their behavior. Education and the size of the 

company measured by the “number of employees”, seem not have impact on tax evasion in 

terms of behavior (i.e., no differences). Regarding the solutions to avoid tax evasion, globally 

there are differences in “years in business”, only. No association was found between the age 

and solutions, education and solutions, marital status and solutions, type of business and 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

320 

solutions and size of the company and solutions. However, individually, concerning the 

“education” factor there is an association with solutions to avoid tax evasion: “taxes should be 

reduced to enable everybody to pay” and “information on taxes should be made available to the 

public” are relevant. 
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ABSTRACT 

This article aims to report the state of the art regarding the topic of Accounting and Business 

Intelligence. It reviews the twelve years of indexed publications in the web of science. All 

documents are deeply analyzed to summarize and evaluate the writings on the topic, namely 

the major themes and relationships among topics. Moreover, using bibliometric techniques, the 

leading authors, institutions, journals and countries are identified. It also applies citation 

network analysis. Finally, the research opportunities are identified. This paper offers support 

and guidance for new researchers on the topic. 

Keywords: accounting and business intelligence, artificial intelligence, big data, accounting 

information systems 

 

1. INTRODUCTION 

The history of any science is studied to ensure the continuity of its development, so that it is 

possible to know the feature of that development so that discoveries are not done twice 

(Mukhametzyanov et al., 2017). Accounting is as old as the civilization history and is linked to 

the first human manifestations of social needs and the interpretation of events that occurred 

with the material intention (Amorim, 1968). During ancient times, data processing started with 

primitive and evolved into more effective processes (Kee, 1993). Accounting profession has 

also o evolved with human evolution and and seeks to keep up with the business globalization 

and technology innovation (Gulin et al.,2019). Currently, the profession's challenges involve 

the rapid adaptation to technological changes (Gulin et al.,2019). In fact, technological 

improvements affect the task computerization on accounting practices resulting challenges to 

accounting, supporting innovation based on digital technologies. According to Baldwin et al. 

(2006), the research on accounting and auditing and the need to apply business intelligence 

technologies are among the most relevant topics for the future of the profession. The 

technology-intensive industries creation in the second half of 20th century affirmed 
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industrialization significance. Through technological evolution, companies began to depend 

heavily on new ideas, whose origin is closely associated with science and technology. As 

technology advances, organizations tend to adapt, making it imperative to modify the entire 

organizational chain. One of the main foundations for development and advancement on 

management knowledge field is business intelligence. Business intelligence is defined as 

“technologies, applications and practices for the collection, integration, analysis, and 

presentation of business information across the enterprises and organizations” (Zohuri and 

Moghaddam, 2020, p. 2). Business intelligence began with the development of specific systems 

to solve problems related to measuring a company efficiency and performance, as well as to 

facilitate decision-making process (Melchert et al., 2004). In this context, Zohuri and 

Moghaddam (2020) highlights that “the purpose of Business Intelligence is to support better 

business decision making”. Mirzaey et al.(2017, p. 3523) state that “information based on 

business intelligence with capabilities such as learning, prediction, classification, and 

extension can be considered as a solution may be considered as a support tool of management 

accounting”. By the way, Rikhardsson and Yigitbasioglu (2018) state that accounting research 

is focused on business intelligence technologies and techniques and in the success of tasks 

related to financial reporting preparation and analyses. Accounting process is supported by 

applications developed to process large volumes of data (Mirzaey et al., 2017). Given that, an 

information system can be defined as any combination between people, hardware, software, 

communication networks, databases, policies, and procedures that store, retrieve, transform, 

and disseminate information in an organization (O'Brien and Marakas, 2011). To business 

intelligence development, the companies need to improve their information systems that are 

vital components for companies to be successful, which can be integrated into various areas, 

such as in areas of accounting, finance, operations management, marketing, human resources 

management, in other words, in any administrative area. With all this, we find that the 

emergence of new technologies, in addition to affecting the entire structure of companies, has 

also dramatically transformed the entire accounting process (Yoon, 2020). In the past, most 

accounting processes were performed manually or with limited use of the computer for 

accounting only (Yoon, 2020). Thus, as information and communication technologies have 

developed, technologies such as artificial intelligence, Cloud, and Big Data are widely and 

actively used in accounting processes (accounting information systems) (Yoon, 2020). This is 

referred to as Business intelligence on accounting in this study. According to Nespeca and 

Chiucchi (2018, p 283), “the use of Business Intelligence and Business Analytics to support 

decision making is widespread in the world of praxis and its relevance to accounting, especially 

Management Accounting” has been drawn in the non-academic literature (Nespeca & Chiucchi, 

2018). However, current research regarding the topic Accounting and Business Intelligence has 

grown but there is still much to be unraveled. Considering the above, this study aims to report 

the state of the art regarding the research topic Accounting and Business Intelligence. 

Specifically, this study aims to answer the following questions: 

• Q1: How many works were published on accounting and business intelligence and how has 

been their evolution?  

• Q2: Which journals, authors, countries/regions, and organizations have more publications 

specifically focused on accounting and business intelligence? 

• Q3: What are the most used keywords? 

• Q4: What are the main research subtopics? 

 

A bibliometric analysis of literature is conducted considering the publications specifically 

focused on research area. This analysis technique allows us to analyze: (1) the scientific 

production by quantifying the published articles per year, journal, author, country, subtopic and 

keywords and (2) the influence the scientific production by identifying the most cited articles, 
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journal, authors, organizations and country/regions (Cepêda et al., 2022). In addition, we 

analyze all documents to understand its trends, identifying subtopics, and seeking to analyze 

the gaps of business intelligence in accounting. Considering that all technological evolution 

affects companies (internally and externally), this study will have Contingency Theory as its 

theoretical basis (Hayes, 1997). The research results will bring to the agenda a current 

description of accounting and business intelligence research by providing a framework that can 

guide accounting researchers and practitioners as their practices progress. This paper is 

organized as follows Following this introduction the methodology used in the literature review 

is explained. The third section describes the main findings, and the last section contains some 

concluding remarks and describe the limitations of study, while also offering some insights for 

future research. 

 

2. METHODOLOGY 

Following previous studies (e.g., Sáez-Martín et al., 2017 Monteiro et al., 2021; Monteiro & 

Cepêda, 2021; Rikhardsson and Yigitbasioglu, 2018; Secinaro, et al., 2021), we conducted 

comprehensive research to collect publications specifically focused on accounting and business 

intelligence. Papers were selected from WoS database. We start by doing the research using the 

follow criteria in WoS database:  Accounting as Field and Business Intelligence as Topic. To 

reflect the emergence of Industry 4.0, we considered all publications from 2008. This first 

search resulted in 771 publications. Then, the used keywords in WoS database to identify 

publications in research area were “Accounting”; “Accountability”; “Accountant”; 

“Information Systems”; “Big Data”; “Cloud Computing”; “Blockchain”; “Business 

Intelligence”. From the search, 378 publications were generated.  Later, we tried to identify the 

publications that have the word Account* (to reflect the many possible variations of the word 

accounting) in topic.  With this process, the sample was reduced to 101 articles. However, only 

publications in English and Portuguese were considered (97 articles). After checking, 27 

publications were excluded because they were not related to the research theme, and one was 

editorial material. The final sample is composed of 69 articles (40 articles, 24 proceedings paper 

and 5 review). This study is based on a quantitative approach which takes as reference 

bibliometric indicators of scientific production indexed on WoS database. In analysing 

publications and their associated citations, we use bibliometric analysis, this analysis applies 

statistical techniques to examine bibliographic data (Kumar et al., 2020). In this regard, 

bibliometric studies use as main indicators articles, authors, journals or sources, institutions, 

countries/regions and keywords (Lafont et al., 2020). To carry out data analysis, we use 

VOSviewer. VOSviewer is a software that pays attention to graphical representation of 

bibliometric maps in an easy-to-interpret way (van Eck & Waltman, 2010).  

 

3. RESULTS  

3.1 Publications per year and their evolution 

In this research, we found that the first document published in Wos was in 2009, by Maryska, 

titled "Model for measuring and analysing costs in business informatics” (proceedings paper).  

From 2009 to date, there is an increasing trend line of publications in the area. The year with 

more publications was 2022 with 16, which shows that accounting and business intelligence is 

a recent theme, and it is expected to have more publications in 2023. Figure 1 shows scientific 

production on accounting and business intelligence per year. 

 

 

 

 

Figure following on the next page 
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Figure 1: Scientific production on digital accounting per year 

(Source: Data collected from WoS database) 

 

3.2. Publications per journals, authors, countries/regions and organizations 

The two journals with the most publications are Accounting Auditing & Accountability Journal 

and Electronics with three articles published, followed by International Journal of Accounting 

Information Systems, Journal of Accounting and Organizational Change, Mathematics, 

Meditari Accountancy Research and Sustainability with two publications each. All other 62 

journals have only 1 publication about accounting and business intelligence.  Table 1 presents 

total scientific production (TP) per journal (with 2 or more publications), as well as total 

citations (TP) and impact factor. 

 

Journal TP TC Impact Factor - 

2021 

Accounting Auditing & Accountability 

Journal 

3 41 4.893 - SSCI 

Electronics 3 6 2.690 - SCIE 

International Journal of Accounting 

Information Systems 

2 204 5.111-SSCI 

Journal of Accounting and Organizational 

Change 

2 4 ESCI 

Mathematics 2 10 2.592 SCIE 

Meditari Accountancy Research 2 7 ESCI 

Sustainability 2 23 3.889 - SSCI 

Table 1: Scientific production per journal 

(Source: Data collected from WoS database) 

 

People´s Republic of China and Romania are the countries/regions with the most published 

studies accounting and business intelligence (7 publications each), followed by USA with 6, 

Italy with 5, Czech Republic, England and Portugal with 4. All other countries/regions have 3 

or 1 publications, as shown in figure 2. 
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Figure 2: Publications per country/region 

(Source: Data collected from WoS database) 

 

Regarding the scientific production per author, in a total of 149 authors, we verificate that only 

10 authors have more than one paper. The author with more publications is Varzaru (3 

publications), followed by Appelbaum, Belfo, Inghirami, Januszewski, Perez Estebanez, Ranta, 

Trigo, Yoon and Zager, with 2 publications. All other authors published only 1 work on 

accounting and business intelligent. Table 2 presents scientific production per authors. 

 

Author TP 

Varzaru, AA 3 

Appelbaum, D 2 

Belfo, F 2 

Inghirami, Ie 2 

Januszewski, A 2 

Perez Estebanez, R 2 

Ranta, M 2 

Trigo, A 2 

Yoon, S 2 

Zager, K 2 

Table 2: Scientific production per authors 

(Source: Data collected from WoS database) 

 

The authors more cited is Appelbaum, with 132 citations, followed by authors Kogan, 

Vasarhelyi, Yan, with 123 citations each, Rikhardsson and Yigitbasioglu, com 81 citations 

each, Allen, Botes, Dela Rue and Low, with 32 citations each. Remaining authors have 30 or 

fewer citations. Table 3 shows citations by authors.  
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Author TP TC 

Appelbaum, D 2 132 

Kogan, A 1 123 

Vasarhelyi, M 1 123 

Yan, Z 1 123 

Rikhardsson, P 1 81 

Yigitbasioglu, O 1 81 

Allen, J 1 32 

Botes, V 1 32 

Dela Rue, D 1 32 

Low, M 1 32 

Kharbat, FF 1 30 

Qasim, A 1 30 

Table 3: Citations per authors 

(Source: Data collected from WoS database) 

 

In addition, we verify that 42 articles were published by multi-authors and 27 by single authors, 

according to figure 3. 

 

Figure 3: Number of single/multi authored publications 

Source(s): Data collected from WoS database 

 

In total, we identified 96 organizations. Table 4 shows the organizations with two or more 

publications. Highlight for University Craiova and University Waikato with 3 publications, 

which are followed by Alexandru Ioan Cuza University, Polytechnic Institute of Coimbra, 

Qatar University, Queensland University Technol, Rutgers State University, University 

Complutense Madrid, University Econ, University Milano Bicocca, University Minho, 

University Vaasa and University Zagreb, with 2 publications. The other organizations have only 

1 article on this research area. The organization more cited is Rutgers State University (132 

citations). 

42

27
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Organization TP TC 

University Craiova 

University Waikato 

Alexandru Ioan Cuza University 

Polytech Inst Coimbra 

Qatar University 

Queensland University Technol 

Rutgers State University 

University Complutense Madrid 

University Econ 

University Milano Bicocca 

University Minho 

University Vaasa 

University Zagreb 

3 

3 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

2 

6 

45 

0 

28 

6 

97 

132 

28 

11 

2 

28 

9 

0 

Table 4: Organizations per publications 

Source(s): Data collected from WoS database 

 

Table 5 shows the TOP10 of publications most cited. Rikhardsson and Yigitbasioglu’s work 

stands out with 163 citations. This paper was published on International Journal of Accounting 

Information Systems in 2018 and it is focused on Business intelligence and analytics in 

management accounting research. Authors refer that many organizations are “implementing 

business intelligence & analytics (BI&A) technologies to support reporting and decision-

making” and highlight that it is an interesting area for accounting and accounting information 

systems research, as there is little research on this link (p. 37). Second publication most cited 

belong to Nielsen. Your paper, published in 2022 on Journal of Accounting & Organizational 

Change, has 156 citations. The author stand out, based on literature, “that if the management 

accountants want to keep up with the demand of their qualifications, they must take action now 

and begin to discuss how big data and other concepts from artificial intelligence and machine 

learning can benefit management accounting and the management accountant in specific 

ways” (p. 811). Remaining publications have 133 or fewer citations. 

 
Rank Authors Title Year TC 

1 
Rikhardsson, P; 

Yigitbasioglu, O 

Business intelligence & analytics in management accounting 

research: Status and future focus 
2018 163 

2 Nielsen, S 

Management accounting and the concepts of exploratory data 

analysis and unsupervised machine learning: a literature study and 

future directions 

2022 156 

3 

Al-Matari, AS; 

Amiruddin, R; Aziz, 

KA; Al-Sharafi, MA 

The Impact of Dynamic Accounting Information System on 

Organizational Resilience: The Mediating Role of Business 

Processes Capabilities 

2022 133 

4 

Secinaro, S; Dal Mas, 

F; Brescia, V; 

Calandra, D 

Blockchain in the accounting, auditing and accountability fields: a 

bibliometric and coding analysis 
2021 133 

5 De Villiers, R 
Seven principles to ensure future-ready accounting graduates - a 

model for future research and practice 
2021 133 

6 
Abad-Segura, E; 

Gonzalez-Zamar, MD 

Research Analysis on Emerging Technologies in Corporate 

Accounting 
2020 128 

7 
Bellucci, M; Bianchi, 

DC; Manetti, G 

Blockchain in accounting practice and research: systematic 

literature review 
2022 112 

8 
Oyewo, B; Ajibolade, 

S; Obazee, A 
The influence of stakeholders on management accounting practice 2019 110 

9 
Ranta, M; Ylinen, M; 

Jarvenpaa, M 

Machine Learning in Management Accounting Research: Literature 

Review and Pathways for the Future 
2022 109 

10 
Garanina, T; Ranta, 

M; Dumay, J 

Blockchain in accounting research: current trends and emerging 

topics 
2022 109 

Table 5: TOP10 of Publications more influential 

Source(s): Data collected from WoS database 

 

https://www.emerald.com/insight/publication/issn/1832-5912
https://www.emerald.com/insight/publication/issn/1832-5912


95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

328 

3.3. Q3: keywords more used 

Figure 4 shows the frequency of the keywords based on the co-occurrence analysis. The most 

used keyword was "business intelligence" (19 occurences) followed by "artificial intelligence" 

(16 occurences) and “accounting" (15 occurences). These words coincide with older 

publications. Most used words in the most recent articles were "innovation", "automation" and 

"accounting information systems", these words characterizing new research trends as shown in 

figure 4. These topics are justified considering that global digital revolution has irrevocably 

transformed societies and consequently companies (Al-Htaybat et al., 2018). Accounting 

business intelligence evolution are strongly dependent in internal and external factors such the 

big data explosion (Bhimani and Willcocks, 2014) that involves an intersection of accounting 

practices and new technologies (Al-Htaybat et a.l, 2019; Locke et al., 2018). 

 

Figure 4: Keywords 

(Source: Data collected from Wos database using VOSviewer) 

 

3.4. Q4: Research subtopics 

In this study, we identified three research subtopics in accounting and business intelligence. 

The clusters are displayed in figure 5 by colors, and in figure 6 by years. 
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Figure 5: Bibliographic coupling 

(Source: Data collected from WoS database) 

 

Figure 6: Bibliographic coupling by year 

(Source: Data collected from WoS database) 

 

3.5. Analysis of the first cluster (Red) 

The first cluster (Red) contains 31 articles and is consequently the cluster with the most recent 

articles (2020-2022). This cluster addresses the topic "Blockchain and Accounting Profession 

and Education". In this topic, we highlight the article by Zhang, XiongXie, Fan and Gu (2020), 

which addresses the recent technological developments that have introduced dramatic changes 

in the accounting profession. The study explores the evolution of the accounting profession 

following these recent technological developments and assesses the impact of future 

developments (Zhang et al., 2020). Furthermore, it takes into consideration the dramatic 

changes and developments of artificial intelligence applications in accounting addressing the 

requirements that job applicants will have (accounting graduates) providing a discussion on 

what higher institutions and their accounting graduates can do to adopt such changes (Zhang et 

al., 2020).  
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Also on this topic, the study by Secinaro et al., (2021) did a bibliometric analysis on the topic 

of blockchain in the fields of accounting, auditing and accountability. This study shed light on 

the definition and characteristics of blockchain, business models, processes involved, 

connection with other technologies, and relationships with accounting theories (Secinaro et al., 

2021). Furthermore, the results confirm that technology as an external force can create an 

intersection between various research areas: accounting, auditing, accountability, business, 

management, computer science, and engineering (Secinaro et al., 2021). Still on this topic, 

Qasim and Kharbat (2020) also warn about the implications of blockchain on the accounting 

profession. While on the one hand, accounting academics have reported an increasing attention 

in the accounting profession to the employment of various technologies, on the other hand, they 

only highlight the exploitation of these technologies in the profession and future research areas, 

while missing the need to modernize the accounting curriculum to meet the technological needs 

of the industry (Qasim & Kharbat, 2020). Thus, the authors call for radical changes in the 

accounting curriculum to achieve a balance between existing accounting knowledge and 

information technology skills relevant to the profession. 

 

3.6. Analysis of the second cluster (Green) 

The second cluster (green) contains 22 articles and is composed of recent articles (2018-2022), 

which are related to "Accounting Information Systems". In this topic cluster, we highlight the 

study of Yoon (2020), which identifies new accounting technologies in Cloud, Artificial 

Intelligence, Big Data, and Blockchain, and introduces the case of Korean companies applying 

new technologies to their accounting process. The study also provides guidance for applying 

technologies to accounting practices for firms and researchers. Although Yoon (2020) warns 

that new technologies offer many opportunities, the associated risks and threats should be 

further explored and analyzed. Korhonen et al. (2021), on the other hand, attempted to better 

understand the automation of management accounting by exploring the programmability of 

management accounting work. Thus, it was their goal to understand how digitization plays out 

at the level of individual actors in accounting practice, using a dataset from an interventionist 

case study of a machine manufacturer. Surprisingly, the authors found that during this 

development process, calculation tasks remained more suitable for humans than machines, even 

though they were initially thought to be programmable. With this, they claim that practitioners 

can interpret experts' non-programmable work tasks as programmable and seek to automate 

them. Only the identification of factual possibilities for automating accounting work can lead 

to improved efficiency in terms of automation (Korhonen et al., 2021). Fähndrich (2022), on 

the other hand, reviewed the impact of digitalization on management control. The author found 

that several studies highlight the continuous development of the management accounting 

function under the impact of digitalization, including the extension of management accounting 

tasks, the adaptation of existing instruments and the creation of new instruments, positive and 

negative behavioral aspects of the digitalization of management accounting, and the 

establishment of new advanced management accounting models for the organization.  

 

3.7. Analysis of the third cluster (Blue) 

Finally, the last cluster the blue one is composed of 16 articles (2009- 2021). This cluster reports 

on "Business Intelligence on Accounting". Here we highlight the study by Rikhardsson and 

Yigitbasioglu (2018) which addresses business intelligence and big data analytics in the areas 

of management accounting. This article reviews the literature, points to several research gaps, 

and proposes a framework for studying the relationship between implementing business 

intelligence and analytics technologies and management accounting. Also in this regard, 

Appelbaum et al. (2017) analyzed the impact of business analytics and enterprise systems on 

managerial accounting.  
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However, the research shows that the nature and scope of management accounting has barely 

changed and that management accountants primarily employ descriptive analysis, some 

predictive analysis, and minimal prescriptive analysis. That said, Appelbaum et al. (2017) 

proposed a Management Accounting Data Analysis (MADA) framework based on balanced 

scorecard theory in a business intelligence context. This framework provides management 

accountants with the ability to use comprehensive business analytics to perform performance 

measurement and provide information related to decision making (Appelbaum et al., 2017). 

With MADA, three types of business analytics (descriptive, predictive, and prescriptive) are 

implemented across four business performance measurement perspectives (financial, customer, 

internal process, and learning and growth) in an enterprise system environment (Appelbaum et 

al., 2017). Finally, the study by Nespeca and Chiucchi (2018) also talks about the impact of 

Business Intelligence Systems on Management Accounting Systems in Consultant's 

Perspective. Nespeca and Chiucchi (2018) found that the implementation of Business 

intelligence can affect the expertise of Management Accountants and can cause not only 

incremental changes in existing Management Accounting techniques, but also more relevant 

ones by supporting the introduction of new and advanced MA techniques. As can be seen in 

figures 5 and 6, the subtopics identified by the VOSviewer software are strongly correlated, 

which means that some publications could also fall under another subtopic. Finally, Table 6, 

shown below, provides a list of clusters by publications and authors.  

 
Cluster Authors Title Year 

1 
Abad-Segura, E; Gonzalez-

Zamar, MD 

Research Analysis on Emerging Technologies in Corporate 

Accounting 
2020 

1 Almeida, AC; Carvalho, C 
The adequacy of academic curricula for digital transformation in 

the accounting education 
2022 

1 
Askary, S; Abu-Ghazaleh, N; 

Tahat, YA 
Artificial Intelligence and Reliability of Accounting Information 2018 

1 Atik, A; Kelten, GS 
Blockchain Technology and Its Potential Effects on Accounting: A 

Systematic Literature Review 
2021 

1 
Bellucci, M; Bianchi, DC; 

Manetti, G 

Blockchain in accounting practice and research: systematic 

literature review 
2022 

1 

Coman, DM; Ionescu, CA; 

Duica, A; Coman, MD; Uzlau, 

MC; Stanescu, SG; State, V 

Digitization of Accounting: The Premise of the Paradigm Shift of 
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Table 6: Publications per clusters by publications and authors 

 

4. CONCLUSION 

In this study, a bibliometric analysis of literatures specifically focused on accounting and 

business intelligence, in journals indexed in the WoS database, from 2008, was carried out. This 

analysis technique enabled the evaluation of the scientific production, the temporal evolution, 

the most influential authors, journals, countries/regions and organizations, the most used 

keywords and the main research topics, and thus respond to the four research questions 

formulated for this study. Based on 69 articles published in WoS from 2009 to 2022, results 

show that the first work was published by Maryska, in 2009. However, the year with more 

publications was 2022, with 16 publications. Given the trend line, it is expected that the number 

of publications will increase considerably in the coming years, as this is an emerging research 

area. The countries, journals, and organizations with more publications in this topic is united 

People´s Republic of China and Romania, Accounting Auditing & Accountability Journal and 

Electronics, University Craiova and University Waikato and the author is Varzaru. The works 

most cited were published by Rikhardsson and Yigitbasioglu (2018) and Nielsen (2022) in the 

International Journal of Accounting Information Systems and Journal of Accounting & 

Organizational Change, respectively. Most keywords used in research in accounting and 

business intelligence were focused on "business intelligence", followed by "artificial 

intelligence" and "accounting". These words coincide with older publications. Most used words 

in the most recent articles were "innovation", "automation" and "accounting information 
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systems", these words characterizing new research trends. Finally, we identified tree research 

topics, the first is “Blockchain and Accounting Profession and Education”, the second 

“Accounting Information Systems” and the last “Business Intelligence on Accounting”. We 

found that there is much to be done on these topics, and that although the literature mostly 

covers the application of business intelligence in management accounting, much remains to be 

researched in financial and non-financial accounting. In fact, literature warns about the dangers 

and threats that information technology can contain, particularly with the implementation of 

artificial intelligence in business, making business smarter but also riskier. These risks can be 

reduced if professionals and academics are prepared for this new digital era. The exposed 

supports the contingency theory fundaments because the accounting and business intelligence 

arise from external pressures brought about by technology evolution. In terms of contributions, 

firstly, this research provides robust evidence on scientific production growth in this very recent 

area. Secondly, this study offers the area new research trends and most studied topics, paving 

the way for possible studies of other topics. On the other hand, it considers contingency theory, 

accepting that everything is relative because environment conditions cause transformations 

within organizations. In future studies, we suggest the community of scholars interested in 

accounting and business intelligence to consider various perspectives specific to digital 

accounting field to holistically map accounting and business intelligence Similarly apply this 

study in other databases like Scopus, google scholar and compare with our results. 
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ABSTRACT 

We are living in times of dramatic transformations. Technology is embedded in our daily lives 

and organizations are constantly looking for more efficient and flexible technological solutions. 

Accounting is not an exception. Many organizations are implementing automation technologies 

to perform better accounting work processes. Since it interferes with the core competencies of 

professional accountants, it is relevant to understand how they look at the digitalization of 

accounting. This paper aims to capture the perception of certified accountants regarding the 

impact of digital transformation on accounting work processes. Data was collected from 225 

accountants. The questionnaire was applied during August and September 2022. The results 

showed that automatic document classification and posting; digital archiving, and 

communication with the client, are the work processes for which emergent technology has a 

more perceived impact on accounting. This paper findings are helpful for technology 

consultants and accounting professional bodies, while promoting the adoption of technology in 

accounting. 

Keywords: Digital Transformation (DT), Artificial Intelligence (AI), Accounting and Finance, 

Accounting Processes 

 

1. INTRODUCTION 

In recent years we have witnessed an increase in technological development and consequently 

a growth in emerging technologies. This digital transformation is revolutionizing society, 

organizations, and professions, including accountancy. The accounting profession is a 

traditional profession and the accounting rules and principles have been established and have 

been the same for many years. However, the globalization of business, stricter regulations, and 

numerous technological solutions and innovations do not ignore the accounting profession. The 

development of technology and digitalization allow for updates and changes in this profession. 

Modern computer systems lead to reduced workload and the repetitive actions that used to exist 

are now easier and performed faster (Gulin et al., 2019). Accounting work processes will 

change sooner or later. The automation of these processes will lead to accountants being able 

to focus on more specific tasks where they can add more value to their clients. The tasks they 

will perform in the future will consist of using sophisticated information systems and Artificial 

Intelligence to analyze, report and develop the recorded data (Kruskopf et al.,2020). 
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This study aims to capture Portuguese Certified Accountants' perceptions of the impact of 

digital transformation on accounting work processes. More specifically, to understand how 

accountants position themselves concerning the digital transformation that is taking place in the 

accounting industry and to identify which processes they have felt the impact of digital 

transformation the most. After this introduction, section 2 presents a literature review on the 

digitization of accounting work processes. Section 3 describes the methodology adopted, while 

section 4 presents and discusses the results of the study. Finally, section 5 refers to the final 

considerations, where the limitations of the study, future suggestions and the contribution of 

this article are included. 

 

2. DIGITALIZATION OF ACCOUNTING WORK PROCESSES 

Digital transformation (DT) is a relatively new concept that has gained great popularity in recent 

years among researchers. The first definition appears in a book by Fors and Stolterman, where 

they describe DT as the changes that digital technology entails or influences in all aspects of 

human life (Stolterman & Fors, 2004), both in society and in business (Mergel et al., 2019; 

Mahraz et al., 2019). Indeed, digitalization is a transformational change that occurs at the 

intersection of technology, work; people, and organization (Mushore & Kyobe, 2019). 

According to Tekic & Koroteev (2019), some companies see DT to optimize processes and 

reduce costs, while others see it as an opportunity to create value by offering products and 

services that never existed before; some companies see DT as a change in the profile of the 

people they employ, while others see it as a need to find and serve new customers. All these 

perspectives can be valid and correct. The different definitions of DT can be divided into three 

distinct elements: (1) Technological - DT is based on the use of new digital technologies such 

as social media, analytical data or embedded devices; (2) Organizational - DT requires a change 

of organizational processes or the creation of new business models; (3) Social - DT is a 

phenomenon that is influencing all aspects of human life, for example by improving the 

customer experience (Reis et al., 2018). This digital revolution is positively developing digital 

and standardized work environments. Some workplaces are being virtualized or remotely 

controlled, which requires new communication skills and knowledge of virtual worlds (Lei & 

Jing, 2016). For Sivarajah et al. (2020), the digitization of many aspects of business and 

organizational activities have subsequently led to the emergence of large data sets, which 

through big data and analytical tools can create insights that help improve business performance 

and provide a competitive advantage. Modern computer systems lead to reduced workload and 

the repetitive actions that used to exist are now easier and performed faster (Gulin et al., 2019). 

In this sense, the digital revolution may lead to the disappearance of many jobs, but at the same 

time, it will allow new opportunities for recent graduates and for workers who are willing to 

develop new skills. Indeed, as stated by Breque et al. (2021:5), a transformed industry will have 

a transformative impact on society as well. This is foremost true for industry workers, who may 

see their role changed or even threatened”. According to The future of jobs report 2020 from 

the World Economic Forum (WEF), by 2025, the capabilities of machines and algorithms will 

be more widely used than ever before, and the time of work done by the Machine will equal the 

time of work done by Man.  For example, in the accounting field they will benefit immensely 

when they use digitalization to organize, process and evaluate financial data, which will 

improve productivity and save both cost and time. However, at the same time, DT can also be 

understood as a threat to the accounting profession. For instance, World Economic Forum. 

(2020) listed “Accounting, Bookkeeping and Payroll Clerks” and “Accountants and Auditors” 

appear as the third and fourth top 20 job roles in decreasing demand across industries. Frey and 

Osborne (2013), emphasize that some processes in the accounting area can be taken over by 

robotics and therefore part of the accounting profession will disappear. In this same study, the 

authors estimated that 47% of jobs in the US may be replaced by automation in the next two 
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decades. Greenman (2017), states that according to a study done by Oxford University in 2015, 

accountants are 95% likely to lose their jobs when machines take over the role of data analysis 

and processing. This study also found that as technology advances, some jobs will eventually 

disappear, and others will emerge. In line with this view, Greenman (2017) argues that the 

repetitive tasks of posting and sorting accounting documents are more likely to be replaced by 

automated technology than the higher-value tasks that involve professional judgment. 

However, the study CGMA (2019) presents a more positive perspective on the impact of DT in 

the accounting profession. This research reveals that “the human-machine hybrid situation 

requires new skills and competencies, in addition to maintaining existing ones” CGMA (2019). 

Having Digital skills at the center, accounting professionals must develop simultaneously (i) 

technical skills; (ii) business skills; (iii) people skills; (iv) leadership skills, and to be able to 

apply them within a business context. Finally, the CGMA 2019 competency framework claims 

that “all of these things must be underpinned by ethics, integrity and professionalism” CGMA 

(2019:32). According to this research, the time that automation frees up, in combination with 

new technologies, is augmenting accounting professionals’ capabilities, because it allows them 

to use the freed-up time to perform new tasks within jobs, tasks that add real value to 

organizations. For Gulin et al. (2019), a positive prediction of process automation is that 

machines and robotic automation will increase the value of services. Basic services can and will 

be delivered even more efficiently, allowing accountants more time to discuss their client's 

current situations and future needs. In the study by Rîndașu (2017), it is noted that professional 

bodies and organizations emphasize that the future roles of accounting professionals will be 

somewhere between the frontier of accounting and information technology expertise to 

continue to create value in the digital age.  One of the main conclusions of this study is that the 

academic environment plays an important role in improving the level of understanding and 

ability to work with emerging technologies because it makes future professionals more familiar 

with these technologies during the accounting and finance learning process. Due to these new 

technologies, the accountant's job will change, which may also mean a change of the name 

designation, as suggested by Kruskopf et al. (2020): Blockchain Accountant; Analytics Guru; 

Historical Accounting Analyst; Healthcare Accountant; Cloud Accounting specialist; Systems 

Integrator; Cybercrime Accountant; Fintech City planner accountant; Strategic Accounting 

Analyst; Fintech Accountant; Data Security Accountant. Kruskopf et al. (2020) show the 

potential competencies needed now and in the future. To begin with, basic accounting 

knowledge will always be necessary, so the competencies mentioned in the table are those that 

are required in addition to what accountants should already know previously. Included in the 

technical skills are analysis, understanding of software and its capabilities, data security 

knowledge, and more. In this type of skill, the focus is on learning to interact with programs, 

AI, robotics, and the processes of digitizing daily tasks. As already mentioned, many of these 

tasks will become hybrid, that is, there will have to be professionals who know how to interact 

with machines. As for social skills, these are generally more difficult to learn in an academic 

context, as they require patience, understanding, and adaptability. These skills are gaining 

momentum and becoming increasingly valuable because they bridge the desired gap between 

machines and people. Suleiman et al. (2020), predict that accounting courses will soon also 

include subjects related to programming and the use of AI for routine accounting tasks. These 

changes will not only ensure the survival of accounting professionals but will also increase their 

productivity and enhance their skills. According to Sherif and Mohsin (2021), students taking 

accounting courses should be prepared to know data analytics, know about data security and 

cyber-security, and be prepared for developments in the transition to digitalization. The 

accounting profession is one of the professions that must keep abreast of changes in the world 

that is in a process of rapid digitization. Thus, it is important that future accountants, the 

students, are equipped with the latest technology by studying in the field of accounting. 
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According to Kruskopf et al. (2020), the emerging technologies that most directly interfere with 

the nature of the accountant's work now and soon are Robotic Process Automation, AI, 

Blockchain, and cybersecurity. While many of these new technologies are still in their infancy, 

they are already creating value for clients and enabling accountants to take on more global 

clients without as many constraints as previously. The study by Rîndașu (2017) concludes that 

accountants are becoming familiar with emerging technologies, although they are not 

completely mastering them. Nevertheless, their level of knowledge proved to be sufficient to 

identify the main benefits and challenges. Nevertheless, they still need to develop new skills 

and enhance their knowledge to acquire efficient work tasks. Since cybersecurity was the main 

challenge, the study participants demonstrated an above-average theoretical level of awareness 

in correctly identifying the main problems. The study by Richins et al. (2017) advances the 

argument that accountants possess the ability to think strategically and leverage their 

knowledge about companies'/clients' businesses to increase the value provided by big data, and 

they conclude by mentioning that this knowledge is complementary and supplementary to 

technologies, invaluable for maximizing the value of companies. From the above literature 

review, it seems quite clear that the core skills and competencies of accountants are changing 

as a consequence of the Industry 4.0 era. The research of CGMA (2019) went a step forward 

and developed a model of the finance function in the digital world. In its pentagonal structure, 

there are four levels of impact and interaction of technology and finance function within 

organizations, as shown in figure 1. 

 

Figure 1: The shape of the finance function in the digital world 

(Source: CGMA (2019:23)) 

 

The following Table 1 reflects CGMA (2019:24) findings and the detail for each level. It 

explores the changing roles, tasks and focus within the finance function levels and also 

considers how the digital world impacts finance professionals’ use of technologies. In the last 

line, the table maps where the CIMA Professional Qualification and the CGMA Competency 

Framework cut across these levels (2019:24). 

 

 

Figure 1. The shape of the finance function in the digital world 

 

 
 

Level 1 Strategic 

Leadership 

Systems and technologies of 

governance and oversight 

 

Level 2 

 

Strategic partnership for value 

to influence and shape how the 

 

Systems and technologies of 

engagement 

 organisation creates and preserves value  

 

Level 3 

 

         Technical specialists 

       providing insights in their 

respective area 

 

Systems and technologies of 

interpretation 

   

 

Level  

 

                        Managing processes and applying 

          accounting rules to assemble and 

                               extract area 

 

Systems and technologies of 

recording 

   

Source: CGMA (2019:23) 
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Attribute Data extraction 

(Level 4) 

Insight generation 

(Level 3) 

Value partnering 

(Level 2) 

Finance leadership 

(Level 1) 

Type of system Recording Interpretation (or sense-

making) 

Engagement (or 

interaction) 

Governance and 

oversight 

Outcome Hindsight Insight Foresight Oversight 

Gartner model Descriptive Diagnostic Diagnostic; predictive; 

prescriptive 

Predictive; prescriptive 

and cognitive 

Technology OCR; RPA; early 

stages of BI system 

AI; NLP; middle stages 

of BI system 

AI; visualisation; final 

stages of BI system 

AI; prediction tools; all 

stages of BI system 

Role of 

accounting 

Gathering 

information for 

narrating; and 

narrating how 

organisation creates 

and preserves value 

Narrating in greater 

detail; beginning 

to shape how 

organisations create and 

preserve value 

Shaping how value is 

created (through 

interaction); enabling 

how value is created 

Enabling value creation 

by ensuring oversight, 

governance, and by 

allocation 

and provision of 

resources 

Focus Quality and integrity 

of data; training 

machines to do a 

better job; efficiency 

Compliance 

(interpreting rules); 

quality of analysis; 

telling machines what to 

do; effectiveness 

Quality of decision- 

making; judgement; 

trade-offs and learning 

Quality of strategic 

decision-making; risk 

management; capital 

and resource 

optimisation 

Main 

competencies 

Technical 

accounting 

Technical accounting; 

business skills 

Business skills; people 

skills 

Business skills; people 

skills and leadership 

skills 

CIMA 

Professional 

Qualification/CG

MA 

Operational level Management level Strategic Level 

CPD/CPE 

CPD/CPE 

OCR – Optical Character Recognition, RPA – Robotic Process Automation, NLP – Natural 

Language Processing, 

BI – Business Intelligence, AI – Artificial Intelligence, CPD – Continuing Professional 

Development, CPE – Continuing Professional Education 

Table 1: The attributes of each level within the pentagonal structure 

(Source: CGMA (2019:24)) 

 

 

The framework proposed by CGMA (2019) offers us a very practical and useful tool to evaluate 

the stage of digital transformation of the accounting profession in any community. In trying to 

assess that, we developed an empirical study to capture the perception of Portuguese-certified 

accounts about their level within the pentagonal structure regarding the sophistication 

technologies they use and its impact on accounting work processes.  

 

3. EMPIRICAL STUDY 

A questionnaire was launched, targeting certified accountants. The questionnaire was prepared 

on Google Forms and was shared with the OCC, who made it available on their website and 

Facebook, with APECA who provided it to their members, and through a network of personal 
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and professional contacts via email and Facebook. The questionnaire was available between 

August 19 and September 5. For the present study, questions from three sections are used: 

1) Profile of the respondent: academic qualifications, the area of training, and the number of 

years of experience as a Certified Accountant 

2) Perception about your level of digitalization: How do you position yourself concerning the 

digital transformation that is happening in the accounting industry? 

3) Perception of the impact of TD on work processes: Which work processes have you felt the 

impact of digital transformation the most? 

 

The questionnaire was adapted from Snaplogic (2022). To confirm the level of applicability of 

the questionnaire, a pre-test was carried out considering the objectives set for its execution. The 

objectives of a pre-test were to check whether the respondents understood the questions, to 

verify whether the closed questions included all available options, and to correct ambiguities 

and misunderstandings of the questionnaire, to evaluate in terms of vocabulary, question order, 

and meanings. The conclusions are drawn from the applied pre-test allowed for the adjustment 

of questions and the reformulation of other questions for further simplification. The sample 

selected was by convenience; this type of sample is not representative of the population and is 

therefore used only because it is useful for capturing general ideas as well as identifying critical 

aspects to be analyzed. 

 

4. DISCUSSION OF RESULTS 

A total number of 225 participants were included in this study, 124 (54.6%) males, with a 

minimum age of 20 years old, mostly graduated (n=172, 75.8%), with the area of education 

accounting/ fiscality (n=165, 72.7%) and with at least 11 years of experience (n=181; 80.4%) 

(Table 2). 

 

 n % 

Gender   

  Female 103 45.4% 

  Male 124 54.6% 

Age   

  20-30 18 7.9% 

  31-40 30 13.2% 

  41-50 62 27.3% 

  51-60 61 26.9% 

  ≥ 60 56 24.7% 

Education   

  Lower than secondary school 2 0.9% 

  Complete secondary school 28 12.3% 

  Graduation 172 75.8% 

  Master/ PhD 25 11.0% 

Area of education   

  Management 40 17.6% 

  Accounting/ Fiscality 165 72.7% 

  Economy 21 9.3% 

  Law 1 0.4% 

Years of experience as a certified accountant   

  1-10 44 19.4% 

  11-20 40 17.6% 

  21-30 69 30.4% 

  ≥ 30 74 32.6% 

Table 2: Socio-demographic characteristics 
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Participants' opinion concerning the digital transformation that is taking place in the accounting 

sector was mostly of following trends about the digital transformation schedule (n=144. 63.4%). 

Few participants haven't started which digital transformation process and are not planning to 

do (n=11, 4.8%), 35 (15.4%) fell behind on the digital transformation schedule, 23 (10.1%) 

haven't started which digital transformation process but have plans to do it and 14 (6.2%) are 

at the forefront of trends when it comes to the digital transformation schedule (Table 3). 

 

 
 n % 

I follow trends in the digital transformation schedule 
14

4 

63.4

% 

I'm behind on the digital transformation schedule 35 
15.4

% 

I haven't even started which digital transformation process, but I'm planning to 

do so 
23 

10.1

% 

I am at the forefront of trends when it comes to the digital transformation 

schedule 
14 6.2% 

I haven't even started which digital transformation process, nor am I planning to 11 4.8% 

Table 3: Position concerning the digital transformation that is taking place in the accounting 

sector 

 

The accountants' opinion of the processes where they felt the most impact from digital 

transformation was mostly automatic document classification and digital posting (n=112, 

49.8%), digital archive (n=103, 45.8%), and communication with the clients (n=81, 36.0%) 

(Table 4). 

 

 n % 

Automatic document classification and posting  112 49.8% 

Digital Archive  103 45.8% 

Communication with client  81 36.0% 

Document reading  55 24.4% 

Report  37 16.3% 

I did not feel the impact in any process 23 10.2% 

Table 4: Which processes have felt the impact of digital transformation the most 

 

In trying to establish the link with the attributes of each level within the pentagonal structure 

of CGMA (2019), we classified  

• Automatic document classification and posting (49,8%); Digital archive (45,8%); and 

Document reading (24,4%), as level 4 

• Communication with the clients (36%), and Report (16%), as level 3. 

 

Our classification was based on the technological tools that support these accounting processes. 

It is quite interesting to note that none of the participants mentioned the attributes of level 1 and 

level 2 within the pentagonal structure. This means that the Portuguese Certified Accountants 

do not feel comfortable with the role of “Shaping how value is created (through interaction); 

enabling how value is created” (level 2), and “Enabling value creation by ensuring oversight, 

governance, and by allocation and provision of resources” (level 1).Only 10% of the 

participants did recognize any impact on the work process.  
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This means that most of the respondents acknowledge the role of accounting as being: 

• Level 4: Gathering information for narrating; and narrating how the organization creates 

and preserves value:  

“Here, individuals and teams apply accounting rules, policies and standards to the 

collecting, cleaning and connection of data. They are essentially operating systems and 

technologies of recording. The information and extracted data they provide become the 

foundations of the work of finance professionals.” CGMA (2019:25) 

 

• Level 3: Narrating in greater detail; beginning to shape how organizations create and 

preserve value: 

“These are technical specialists who provide insight derived from the information that has 

been handed over to them in their specialist areas. They analyse the information to create 

insights which they communicate through periodic reports. Essentially, they operate 

systems of sense-making and interpretation in order to provide insight. Their insights create 

the building blocks of the organisation’s value-creation story.” CGMA (2019:25) 

 

In line with literature, our findings show that the main impact of digital transformation is the 

automation of routine activities and workflow reduction (Greenman, 2017; Mosteanu, & 

Faccia, 2020), freeing up time for more value-added tasks (Bromwicha & Scapens, 2016; 

Hoffman, 2017). 

 

5. CONCLUSION 

The digital transformation underway in organizations influences accounting processes and the 

role of the accountant. In this article, we briefly reflect on the changes that information 

technology and automation are inducing in the accounting work processes. Supported by 

scientific literature and documents from professional bodies, we try to identify the main trends 

for the accounting profession regarding its role in society and organizations and the necessary 

competencies to accomplish it. To capture the perception of certified accountants regarding the 

impact of digital transformation on accounting work processes. Participants' opinion 

concerning the digital transformation that is taking place in the accounting sector was mostly 

of following trends about the digital transformation schedule (63.4%). The results showed that 

digital archives, digital records, and communication with the client are the work processes for 

which emergent technology has a more perceptible impact in accounting. From this, we can 

conclude that most of the Portuguese Certified Accountants who participated in this study 

recognize the role of accounting as level 4 (gathering information for narrating; and narrating 

how the organization creates and preserves value) and level 3 (narrating in greater detail; 

beginning to shape how organizations create and preserve value). Finally, our results show that 

the main impact of digital transformation is the automation of routine activities, workflow 

reduction, and freeing up time for more value-added tasks. Regarding the limitation of the 

study, the sample is not representative of the population and may restrict the generalization of 

the results. In future research, we suggest identifying how universities are planning to change 

their accounting course curricula to adapt to emerging technologies and digital transformation 

in the sector. This study is helpful for technology consultants and accounting professional 

bodies in promoting the adoption of technology in accounting. 
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ABSTRACT 

Financial education, grounded on technical economic and financial knowledge, has been 

criticized largely because of their limited impact on behavior. Underlying this debate, stands 

the confrontation between the traditional economic approach, based on the "homo economicus" 

concept, and the behavioral economics approach, centered on the idea that individuals’ 

decisions are influenced by factors outside rational processes. Framed within the behavioral 

approach, the theory of mental accounting recognizes the effect of environment issues on 

individual economic decisions, and supports that the decision process can be redesigned, by 

persuasion enhancing. This research seeks to assess the impact of RSDS, i.e. Receiving, Saving, 

Donating and Spending model, built on the theory of mental accounting. This paper examined 

issues concerning the individual mental accounting of twenty-five public servants, participating 

in an intervention project carried out in a Brazilian University. By following a qualitative 

approach, this paper obtained results that suggest that there was a change in the participants’ 

mental accounting mindset, as they started to adopt new behaviors that positively influenced 

their financial decisions and attitudes. The limitations of this work are mainly associated with 

the sample size, the biases introduced by the data collection instruments, and the difficulty in 

controlling other variables that may interfere with the participants' behavior. This paper 

contributes to the literature in the topic of personal finance management, as well as to the 

improvement of the RSDS model itself. Moreover, its results may be of great interest to policy-

makers and households with financial problems. 

Keywords: Mental Accounting, Financial Education Intervention, Financial Literacy, RSDS, 

Receiving, Saving, Donating and Spending Model 

 

1. INTRODUCTION 

The financial stress experienced by families has become a public issue, even in developed 

countries (Hastings, Madrian, & Skimmyhorn, 2013). Literature is not clear about the effect of 

financial literacy on financial behavior (Hastings, et al, 2013; Fernandes, Lynch, & Netemeyer, 

2014). The lack of financial literacy can lead to poor financial decisions, including taking on 

high-interest debt, overspending, and failing to save for the future. These poor financial 

decisions can lead to financial imbalance, making it difficult for individuals to break the cycle 

of poverty (Askar, Ouattara, & Zhang, 2020).  
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That’s the reason “policymakers in both developed and developing countries are increasingly 

recognizing the importance of financial literacy and of investing resources in financial 

education programs” (Xu, L., & Zia, B. (2012:2). These programs can play an essential role in 

reducing poverty by empowering individuals to make informed decisions about their finances. 

Financial education gives people the skills and competences required to deal with their finances 

effectively. Such education may involve themes such as credit management, saving, budgeting, 

create a small business, and investing. By exploring these concepts, individuals can improve 

their finance decisions, avoid costly mistakes (Atkinson, A., & Messy, F. A. (2012). According 

(Fernandes, Lynch, & Netemeyer, 2014:1872) “the widely shared intuition that financial 

education should improve consumer decisions has led governments, businesses, and 

nongovernmental organizations worldwide to create interventions to improve financial 

literacy”. However, financial education models based on the transmission of technical 

economic and financial knowledge have been criticized mainly because of their limited impact 

on individual behavior. Underpinning this debate is the confrontation between the traditional 

economic approach, based on the "homo economicus" concept, and the behavioral economics 

approach, based on the idea that individuals' decisions are influenced by a variety of factors 

outside rational processes. Framed within the behavioral approach, the theory of mental 

accounting recognizes the effect that the environment has on individual economic decisions and 

supports that the decision process can be redesigned, by creating nudge. Mental accounting is 

a psychological concept developed by Thaler (1980, 1999). It is a critique of expected utility 

theory, recognizing the tendency of individuals to irrational behavior, such as overspending in 

one category while neglecting another, or making decisions based on the perceived value of 

money in a particular account rather than the overall financial situation. Mental Accounting 

theory argues that people often make irrational decisions due to cognitive biases and heuristics. 

The essence of the theory of mental accounting lies in the explanation of behavioral patterns 

that violate the principle of fungibility (Thaler, 2008). However, Thaler and Sunstein (2008) 

argue that and that these biases can be addressed by nudges, which are small changes in the 

environment, or the way information is presented to individuals. Choice architecture is the 

proposition of alternatives that mirrors a good understanding of human behavior, with the goal 

of encouraging humans to make the best choice, also known as the "good architecture" (Thaler 

& Sunstein, 2008). The "good" choice architecture is the one that helps people improve their 

ability to map and select choices that are in their best interests, without limiting their freedom 

of choice. Based on the theory of mental accounting, this research seeks to assess the impact of 

RSDS (Receiving, Saving, Donating and Spending) model in individual mental accounting. 

The paper follows a qualitative approach and uses a sample of twenty-five public servants 

participating in an intervention project carried out in a Brazilian University. After this 

introduction, session two describes the RSDS heuristic as a financial education tool, followed 

by the methodology. In fourth session, the results are presented and discussed. 

 

2. THE RSDS HEURISTIC AS A FINANCIAL EDUCATION TOOL 

The RSDS heuristic is a financial education tool that aims to assist individuals in decisions 

involving Receiving, Saving, Donating and Spending activities, hence the acronym RSDS. The 

idea is inspired by Machiavelli's Wheel of Fortune, from the eighteenth century, considering it 

as an image that for centuries has served to define the movement between good luck and bad 

luck (Tiburi, 2007). Inspired by the Wheel of Fortune, Cruz (2007) began to research financial 

activities that could form the heuristics and the rules that could improve individual financial 

decisions according to the "spin" of the wheel. Believing that it is always necessary to give a 

"little push" to do better, the RSDS is proposed as a "Nudge" in mental accounting. The 

proposition is simple, that the individuals exercise self-control, through an architecture of 

choice that encourages them stablish priorities receipts, savings, donations, and spending, in 
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order to reorganize their mental accounting. The challenge is for people to learn to turn the 

wheel in their own favor and to do this, you must mentally order the way you will manage your 

finances. The way of thinking should be clarified with this new knowledge of financial 

education that will be the basis of financial management, potentially obtaining better results 

that will be evidenced in the accounting statements and measured through the financial analysis 

of the results, adapted based on a simple and effective understanding. In this case, the RSDS 

wheel proposes a system in which the individual can quickly decide on his situation as a whole, 

in relation to his income, donations, savings and expenditure: 

• Rule of Receiving - Receive and give thanks first. The indebtedness is a notorious fact in 

several world realities and with the incentive of the marketing industry, it tends to increase, 

because we often buy what we do not need at the expense of what we are using and not 

paying, which tends to be common too many to postpone monthly bills. Analyzing in the 

light of the wheel of mental accounting there is an inversion because people spend before 

receiving and do not feel grateful for what they have always wanting more and more. So, 

to benefit from this principle, individuals must reflect and act in a way that they can receive 

before spending. What it can and should do and how it will benefit, such as avoiding 

payments on credit and prioritize cash payments, among others. 

• Savings Rule - Save for your dreams to come true. The central idea of this principle, is that 

it should be a budget priority, people should "pay" themselves first, stipulating a monthly 

amount to save. Experts on the subject set the parameter that the ideal is a minimum of 10% 

of income, but in this case in the first place, the important thing here is to establish the habit 

of saving. To apply this principle and establish the habit of saving, people should be 

encouraged to save to make dreams come true, because saving is often associated with 

something negative, like saving if you lose your job or get sick, thus discouraging people 

to save, because unconsciously they fear that something bad will happen. So for this 

principle to be consolidated in the lives of individuals and families they should have 

different mental strategies (Muramatsu, 2015) and be primarily associated with positive 

facts.  

• Donation Rule: Donate time and/or money. The third rule of the RSDS mental shortcut, 

concerns donation and proposes that individuals donate a portion of their time and/or 

money. In this way they will exercise charitable donating, which is the act of donating 

money, goods or time to the unfortunate, either directly or through an organization or other 

worthy cause (Marquis, Cristopher; Tilcsik, 2016). The objective of encouraging Donating 

as a pillar for family financial sustainability, stems from many research studies where it has 

been proven that people who donate are happier as evidenced in detail in the article entitled: 

Donate More, Be Happier! Evidence from the Netherlands (Ugur, 2018).  

• Spending Rule: Spend consciously and avoid debt - aims to raise awareness that spending 

should be pleasurable, yes, but that as a rule it should be done consciously, in a balanced 

way and that it really comes to fulfill its intended purpose, which is to somehow increase 

well-being, meet a need and/or bring more convenience. At the same time, care must be 

taken to avoid indebtedness, being strong to overcome the unrestrained appeals of a 

consumer society, in which the whole time stimulates buying without thinking, payment in 

installments and easy loans, leading the individual to contract debts that every day take him 

further away from himself and what he dreamed of conquering. The essence of this principle 

is that individuals seek to buy in cash and if they do not have immediate resources, they 

must wait until they have them. The rule requires that the person should spend within the 

budget, still seeking to have reserves for savings and donations. 
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3. METHODOLOGY 

To conduct this study, on August 9, 2018, the first contact was made with the Human Resources 

Management of State University of Feira de Santana – UEFS, in Brazil, to see how to proceed 

for the course. On May 13, 2019, the first class of the IEF - Financial Education Initiative for 

Servers of the Family Accounting Extension Project was announced via email to the servers 

along with the registration form. The course started with 25 participants, and it was divided into 

three workshops of three hours each. During the course, a Whatsapp group was created to 

strengthen communication among the group members, with the aim of exchanging information 

on the topic of financial education. On July 25 the sector returned to us via email with the 

attendance lists filled out by the participants and the evaluation of reaction to the course, carried 

out by the Dean of Management and Personnel Development, in which the participants make a 

self-assessment, evaluate the course, the instructors, the course organization, and can make 

comments. On a scale of 1 to 4, considering 1 as the minimum value and 4 as the maximum or 

excellent, we were evaluated with the maximum grade, 4. This questionnaire is answered 

confidentially and we only receive the results 15 days after the end of the course, because it 

first goes through the Pro-Rectory of Management and Personnel Development. The workshops 

were given by teachers participating in the extension project "Family Accounting". In this 

action we counted on 3 teachers and 3 volunteer students from the project, in addition to the 

accountancy students who participated in the pilot project. The result was obtained by applying 

the same questionnaire at the beginning and at the end of the intervention. Twenty-five 

participants were evaluated, since the others were discarded for not participating in the whole 

process. We believe that the fact that they had already filled out this evaluation was a 

preponderant factor in the number of answers we obtain the second round of the survey 

questionnaire. We had this difficulty in obtaining the final data. The moment of registration 

was the first data collection, because through registration form we got the names of the 

participants, the sector where they were working, and who their immediate boss was, since this 

information was important to ask for their authorization to participate in the event. The impact 

generated by this financial education action was proven through the indicators presented below, 

in Table 1.  

 
Financial Activities  Indicator 

Receiving % of servers that improved their financial planning 

% of servers that are satisfied with their life 

Savings % of servers that increased their savings 

Donating % of servers that increased Donating 

Spending % of servers that started to do the budget 

% of servers that decreased their debts 

% of servers that started using the RSDS mental 

shortcut 

Table 1: Indicators of impact of the financial education intervention 

(Source: Elaborated by the authors) 

 

The impact indicators of the financial education action for servers were defined in line with the 

advocated principles of the mental accounting wheel, involving indicators of behavioral 

changes in receiving, saving, Donating, spending, and debt decisions and the indicators used 

by AEF in other financial education programs for adults (AEF - Associação de Educação 

Financeira do Brasil, 2018). 
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4. DISCUSSION OF RESULTS 

Regarding the principle of receiving and the satisfaction with life, i.e., gratitude for everything, 

reflected positively the effect of the intervention. This question has the objective of verifying 

the satisfaction of the servers in relation to their own life, because, despite having an average 

income above the national average before the intervention, 36% reported not being satisfied. 

By the end of the experiment, more than half, corresponding to 52% of the respondents revealed 

to be satisfied, representing an increase of 16% in the satisfaction level, as shown below, in 

Figure 1. 

 

Figure 1: Satisfaction 

(Source: Elaborated by the authors, based on survey data) 

 

When we analyze the percentage of savings in the last 12 months, we have an average of 56%, 

which did not change after the intervention. Probably there was no change, because many 

reported having payroll loans and, according to the oral report of some participants, they would 

have no way to save, because if there was any surplus they would prefer to pay off the loans 

because the interest rates were higher than the income from savings, as it may be observed in 

Figure 2. 

 

Figure 2: Percentage of those who saved  

(Source: Elaborated by the authors, based on survey data) 
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In general, there was an incentive for children and young people to save, because when asked 

if there were people under 18 who owned a piggy bank or something similar, before the 

intervention 24% answer “yes”, and after the intervention this number increased by 12%, 

corresponding to 36%, the average percentage of respondents (Figure 3). 

 

Figure 3: Stimulus for children and young people to save 

(Source: Elaborated by the authors, based on survey data) 

 

The attitude of Donating was considered as an important pillar both for financial harmony and 

for building a more caring world. Before the intervention 80% had already donated something, 

and after the intervention 96% declared they donated in some way, be it through time and/or 

money, as it can be observed in Figure 4. 

 

 
Figure 4: Percent of those who donate 

(Source: Elaborated by the authors, based on survey data) 

 

The donation pillar was stimulated through the enrollment in the government's fiscal program, 

called "Nota Fiscal Premiada”.  
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During the experiment, we stimulated participants to exercise the spirit of solidarity and to 

exercise not only financial education but also fiscal education. The participants adhered to the 

idea and the number of people enrolled in the program increased by 36%. The spirit of solidarity 

prevailed among the participants, starting a campaign on social networks, motivating other 

people to do the same (Figure 5). 

 

Figure 5: Incentive to Donation and Fiscal Education 

(Source: Elaborated by the authors, based on survey data) 

 

The employees were stimulated to outline their dreams and goals, through the instrument called 

"Treasure Map" (Cruz, 2007). From there they were guided to the elaboration of the budget. 

During the intervention, all of them were encouraged to do it, even if in a simple way, 

considering it as an important tool to control income and expenses. By the end of the training, 

100% of the participants started to elaborate the family budget (Figure 6). 

 

Figure 6: Realization of the family budget 

(Source: Elaborated by the authors, based on survey data) 
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The intervention had a positive effect in the payment delay of bills. The respondents who had 

overdue bills decrease from 48%, before the intervention, to 12% after the intervention, which 

may also be reflecting budgeting (Figure 7).  

 

Figure 4: Delay in the payment of public servants' bills 

(Source: Elaborated by the authors, based on survey data) 

 

The debts also decreased considerably, because when asked if they currently had many debts, 

before the intervention 64% reported answer “yes”, and after the intervention this number 

dropped to 36%, representing a decrease of 28% (Figure 8).  

 

Figure 5: Servers' self-declaration of debts 

(Source: Elaborated by the authors, based on survey data) 

 

To measure the knowledge gained by the participants, the average of the Index of financial 

education of the participants was calculated, under the RSDS perspective. The results suggest 

that participants perceived positively the intervention based on RSDS heuristic, as it can be 

observed below, in Figure 9.  
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Figure 6: Financial Education Index – RSDS 

(Source: Elaborated by the authors, based on survey data) 

 

The average results, shown in Figure 9, were obtained from questions prepared about the 

content taught in the workshops, especially involving behaviors in the activities of Receiving, 

Saving, Donating, and Spending. The results indicated an increase of 8%, in relation to the 

results obtained before the intervention. The average RSDS index of the participants was 60% 

before the intervention, considering a scale of up to 100 points, and after the intervention was 

68%. 

 

5. CONCLUSIONS 

The research presented in this paper allowed to obtain results that suggest that there was a 

change in the participants’ mental accounting mindset, as they started to adopt new behaviors 

that positively influenced their financial decisions and attitudes. Furthermore, one can argue 

that this paper contributes to the literature in the topic of personal finance management, as well 

as to the improvement of the RSDS model itself. Moreover, the results presented here may be 

of great interest to policy-makers and households with financial problems. However, since this 

is a case study, we cannot necessarily generalize the results. Indeed, this paper examined issues 

concerning the individual mental accounting of twenty-five public servants, which represent a 

very small sample size. Accordingly, one can point out that the limitations of this work are 

mainly associated with the sample size, the biases introduced by the data collection instruments, 

and the difficulty in controlling other variables that may interfere with the participants’ 

behavior. Despite such limitations, one can always argue that, although RSDS heuristic suggest 

changings in financial behavior similar to other financial education programs, including 

creating a budget, reducing unnecessary expenses, increasing income through additional work 

or seeking higher-paying job opportunities, and seeking financial counseling or assistance, it 

may be relevant to suggest a longitudinal case-control study for future research, in other to 

identify the specificities of the RSDS models that make real difference.  
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ABSTRACT 

As a result of the digital transition, planned or imposed, it is important that companies 

introduce control tools that allow measuring, validating, and improving the operations 

performed automatically, by the various technologies involved in the processes. For SMEs the 

challenge is increased by the lack of available resources. The additional benefits that the 

introduction of these tools can bring are several and diversified, but there are also several 

challenges to their implementation. One of the main obstacles will be the time factor, which in 

this case covers several dimensions. We intend to demonstrate that in the first stage of the 

implementation process, the ChatGPT technology can be important in presenting these benefits 

and challenges to managers of SMEs as well as higher education institutions, increasing the 

training of future managers in business intelligence and data analysis platforms that are mostly 

open source and low/no code for cost reduction. We focus our attention on a small Portuguese 

company where the advances in the digital transition were imposed by the pandemic but now 

faces the challenges of uncertainty in the quality of its process data and has to make choices 

between the visible and invisible costs of implementing business intelligence tools. 

Keywords: Digital transition, SMEs, Business Intelligence, ChatGPT, low code/no code 

platforms, PRINTRIA 

 

1. INTRODUCTION 

The impact of the Covid 19 pandemic was not transversal throughout the world, Portugal being 

no exception. The municipality of Ovar, located in Aveiro Region, unexpectedly and suddenly, 

on 18 March 2020, was rounded by barriers placed to prevent the free passage of people and 

goods, closing all commercial establishments, except those in the food sector, pharmacies, 

banks, petrol stations and other (Portugal, 2020), by the decree of a sanitary fence by the health 

and political authorities. This resulted in a restriction of movements that Portugal, one of the 

oldest countries in Europe, only in a few moments of its history has experienced. In a few hours, 

the entire economy of Ovar municipality had its doors closed, also affecting companies in other 

municipalities that could not benefit from the activity of labour from Ovar. This imposition in 

such a short period of time did not allow the remote work to be planned nor to safeguard the 

most important responsibilities of the institutions, the ability to fulfil the responsibilities with 

their workers, clients, and suppliers. Some companies could not resist such fierce lockdown, 

others were forced to make the digital transition in the space of a few days, as opposed to a 

properly planned gradual changeover. In this paper, we present the case of a company based in 

Ovar, Portugal, that fortunately managed to survive and overcome the pandemic, but which 

continues to face the challenges and opportunities presented by this rapid digital transition 
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environment. Concurrently, the authors used a business intelligence tool, the ChatGPT, in order 

to try to perceive its usefulness and appropriateness to PRINTRIA business. The starting point 

of this research is also related to the current possibilities of taking advantage of technology as 

it is released to the public. This has been very well pointed out by the Rector of the University 

of Aveiro (Ferreira, 2023). This work is part of the preparation, for one of  the authors for 

submission of the final project to obtain a master's degree in commercial management at 

ESTGA-UA, with the theme, implementation of business intelligence tools in PRINTRIA and 

the final project to obtain a master's degree in competitiveness and business development at 

ISCA-UA, with the theme, strategies for diversification and adaptation of the offer of 

products/services at PRINTRIA. 

 

2. THE IMPORTANCE OF INTRODUCING BUSINESS INTELLIGENCE TOOLS IN 

THE DIGITAL TRANSITION ERA  

The use of AI (Artificial Intelligence) tools is becoming widespread across virtually all areas 

nowadays, assuming ChatGPT a flagship role. As a natural outcome, we are witnessing a steep 

increase not only in the number of news (vid. e.g. Bloomberg, 2023), but on research as well, 

as exemplified by the following examples of literature on: the role of ChatGPT in public health 

(Biswas, 2023b); the academia and education, as the role of ChatGPT in Education (Biswas, 

2023a); chatting about ChatGPT: how may AI and GPT impact academia and libraries? (Lund 

& Wang, 2023); can Chat-GPT Replace the Role of the Teacher in the Classroom: A 

Fundamental Analysis (Ausat et al., 2023); or on management: AI and GPT for Management 

Scholars and Practitioners: Guidelines and Implications (Rana, 2023); Can ChatGPT Decipher 

Fedspeak ? (Hansen & Kazinnik, 2023); Can ChatGPT Forecast Stock Price Movements? 

Return Predictability and Large Language Models (Lopez-lira & Tang, 2023). For Business 

Intelligence (BI), Lousa et al., 2019 affirm that, “the concept of Business Intelligence (BI) refers 

to the relationship between Information Technology (IT) and business processes. It is 

responsible for transforming data into information and subsequently from information into 

knowledge. BI platforms are able to collect, organize, analyze and share data that later support 

important decision making”. For (Sarda et al., 2018) “Business intelligence (BI) is an umbrella 

term that combines architectures, tools, data- bases, analytical tools, applications, and 

methodologies … the term BI was coined by the Gartner Group in the mid-1990s”. Reported to 

1999, Williams & Williams  claimed that “Business Intelligence marries business information, 

business analysis and fact-based structured decision making, all of which have the potential to 

dramatically improve knowledge worker productivity” (Williams & Williams, 2006). And three 

years after the introduction into PRINTRIA of some of the steps of the digital transition, can 

we already see any changes? 

 

3. THE PRINTRIA CASE 

In the case under review, some of the steps of the digital transition process were not carefully 

planned by management, but rather an inevitability imposed by the Covid-19 pandemic. The 

introduction of business intelligence (BI) tools in the company, is being a slower and planned 

process. 

 

3.1. The company’s profile 

PRINTRIA - EQUIPAMENTOS e SOLUÇÕES, LDA. is a commercial and services company 

which started its activity on the 7th of September 2009, located in Arada-Ovar, Aveiro District, 

Portugal. The company operates under the sector of activity code: CAE 47781 - "Retail sale of 

machinery and other office material in specialized shops", with its head office at Av. 16 de Maio, 

lote 6, 3880-102 Ovar. It is a limited liability company with a social capital of 11,250 euros, 

and is currently composed by 3 partners and 11 employees.  
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Its main activity is that of an official dealer of the Xerox brand, promoting the sale and rental 

of copying and printing equipment, in a Business-to-Business (B2B) environment, associating 

each new installation with a service contract, which is subsequently managed periodically. 

Additionally, it promotes the sale of office consumables, such as paper and other stationery. 

Currently, the invoicing of the services it provides results from the management of 

approximately 1,000 technical assistance contracts, representing 60% of turnover. The 

remaining 40% comes from direct sales of equipment and other consumables. With the 

imposition of the sanitary fence, half of the company's workers remained outside the 

municipality of Ovar, and the premises were obligatorily closed. The need to automate the entire 

billing process for the services already rendered was imperative, to guarantee the necessary 

liquidity and honour the commitments undertaken, forcing the company to transform its 

administrative and financial activity in an agile manner, and allow it to maintain its activity, 

with the least human intervention possible, outside the imposed fences. The computer programs 

in use in the management of the company, dependent on human intervention in all phases of 

their use, were replaced and the data they contained migrated to other management programs 

that were less dependent on human intervention. Communication between the programs was 

parametrized to speed up the company's ability to issue invoicing documents and charge them 

to its customers. The introduction of these new programs created the need to measure and 

monitor their performance and to detect any errors caused by humans or by the technology 

itself. In fact, the communication of the different technological elements that make up the 

installed solutions can introduce errors that are difficult to detect and, in many cases, even 

inexplicable given the overall belief in the reliability of the technology. In fact, with automation, 

it is possible to see in the figure below - Documents and Invoicing Panel - that in 2020 the 

number of documents produced automatically was 10 956, with a total value of 593 152€. In 

the same figure, we see that the number of documents has been increasing year after year, which 

exacerbates the need to implement control mechanisms. 

 

Figure 1- Documents and Invoicing Panel 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

360 

It is clear that PRINTRIA and probably most start-ups and small and medium-sized enterprises 

(SMEs) are subject to the same motivations as large companies to implement Business 

Intelligence systems, accordingly and considering the growing technological dependence and, 

in turn, in the data (Al-Qirim et al., 2017). Because data is the lifeblood of economic 

development, it is the basis for many new products and services, driving productivity and 

resource efficiency gains across all sectors of the economy, allowing for more personalized 

products and services, and enabling better policy making and upgrading government services. 

It is an essential resource for start-ups and (SMEs) in developing products and services 

(European Commission, 2020). But, managing large volumes of data and transforming it into 

useful information, as well as detecting any anomalies in the digital transition processes, are 

today's levers for speeding up decision making. Business Intelligence (or BI) can be referred to 

as the technologies, applications and practices that are usually employed to give support to 

decision making in business (Yahaya et al., 2019),  as well as enabling the presentation of 

metrics that are important for the business,  BI often uses Key Performance Indicators (KPIs) 

to assess the present state of business and to prescribe a course of action (Ranjan, 2009), but 

SMEs have budgets much lower than larger companies. Process automation increases the need 

to introduce additional control tools, to guarantee that the tasks performed by the different 

programs can be carried out with quality, that is, without errors in the invoicing of services, 

something that may lead to costs and losses for the company, even putting its viability in 

question. 

 

3.2. The use of business intelligence tools in PRINTRIA business 

As referred earlier in this paper, the challenges and opportunities presented by the current digital 

transition environment are to be addressed, using PRINTRIA as a case study. Accordingly, the 

authors used a business intelligence tool, the ChatGPT, in order to try to perceive its usefulness 

and appropriateness, while using PRINTRIA business as an example. The rationale, and a 

starting point of this research, is related to the current possibilities of taking advantage of 

technology as it is released to the public. This question has been very well pointed out by the 

Rector of the University of Aveiro, in his opinion article, entitled “Artificial Intelligence, 

ChatGPT and Superior Education”, published in the online edition of Jornal de Notícias, last 

28 February 2023, where he states that “the technology we doubted yesterday is the one that 

helps us today, in our daily lives” (Ferreira, 2023). Nevertheless, there many AI tools and, 

therefore, one can always question: how to find and confirm the right tools and why? Or, how 

important is the introduction of BI tools in SMEs? Among the several AI tools available, we 

choose ChatGPT, as it is being recognised as to be one of the most powerful ones available. 

Questioned about “How important is the introduction of business intelligence (BI) tools in 

SMEs?”, the ChatGPT provided the following information: 

 
Some benefits of introducing business intelligence (BI) tools 

Informed decision-making Access and analyze real-time data, which allows them to make 

informed decisions based on up-to-date and accurate information. 

This can help improve operational efficiency and productivity 

Identifying opportunities Identify trends and patterns that can help identify business 

opportunities. This can help them expand their business, identify new 

markets and products. 

Improving efficiency Automate manual processes and improve operational efficiency. This 

can help them reduce costs and increase profitability 

Performance analysis Monitor and evaluate their performance in real-time. This can help 

them identify areas for improvement and implement changes to 

improve efficiency and profitability 



95th International Scientific Conference on Economic and Social Development – Aveiro, 27-28 April, 2023 

361 

Improved accuracy Collect and analyze data from multiple sources, which can lead to 

better data accuracy and quality. This can help improve decision 

making and avoid errors 

Competitor monitoring Monitor their competitors, assess their market position and identify 

possible threats and opportunities. This can help them stay 

competitive and make informed strategic decisions 

Improved customer service Collect and analyze data on customer behavior, which can lead to a 

better understanding of their needs and preferences. This can help 

them improve customer service and offer more personalized products 

and services 

Service customization understand the needs and preferences of customers and thus offer 

personalized services tailored to their specific needs. This can help 

them maintain customer loyalty and increase revenues 

Identifying inefficiencies Identify inefficiencies in their business processes and implement 

changes to improve efficiency and reduce costs. This can lead to 

better resource management and increased profitability 

Cost reduction Identify areas where they can reduce costs and maximize efficiency. 

This can lead to better cost management and increased profitability 

Increased transparency Provide their employees, suppliers, and customers with access to 

important and up-to-date information. This can lead to greater 

business transparency and increased trust among stakeholders 

Trend forecasting Predict market trends and prepare for possible changes in consumer 

preferences or economic conditions. This can help them make 

informed strategic decisions and adapt quickly to changes 

Access to real-time 

information 

Access real-time information, which can be crucial in a rapidly 

changing business environment. This can help them make faster, 

more informed decisions and respond quickly to problems and 

opportunities 

Improved collaboration Enable teams of employees to work together more effectively, 

sharing information and insights to improve decision-making and 

achieve business goals 

Improved inventory 

management 

Manage inventory more effectively, improving forecasting of 

requirements and minimizing the risk of overstock or out-of-stock 

products 

Identifying growth 

opportunities 

Identify growth opportunities, such as expanding into new markets or 

offering new products and services. This can help them diversify 

their revenues and increase the number of customers 

Reduction of manual errors Automate data collection and analysis, reducing reliance on error-

prone manual processes. This can lead to greater data accuracy and 

more informed decision making 

Complex data analysis Handle large volumes of complex data, including unstructured data, 

to identify hidden trends and patterns. This can help them gain 

valuable insights into their customers, products and internal 

processes 

Business performance analysis Monitor and measure the performance of key businesses such as 

sales, marketing, finance, and customer service. This can help them 

identify areas for improvement and take corrective action 

Decision making support Provide valuable insights to help SMEs make informed and strategic 

decisions in quick time. This can help them make faster and more 

accurate decisions to maintain competitive advantage 

Service customization Understand the needs and preferences of customers and thus offer 

personalized services tailored to their specific needs. This can help 

them maintain customer loyalty and increase revenues 

Competitor analysis Analyze and monitor their competitors in real-time, providing 

insights into their market position, pricing and marketing strategies, 

and more. This can help them adjust their own strategies to maintain 

a competitive edge 

Forecasting purchasing needs Forecast future needs based on historical and current data. This can 

help them make informed decisions about purchasing, production and 

inventory management 
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Improving operational 

efficiency 

Identify "bottlenecks" and inefficiencies in business processes, 

enabling them to make improvements to increase efficiency and 

reduce costs 

Identifying fraud and errors Identify and prevent financial fraud and errors by monitoring 

financial transactions in real time and providing alerts to suspicious 

activity 

Product profitability analysis Analyze the profitability of individual products, including production 

costs, selling prices, and profit margins. This can help them make 

informed decisions about which products to keep in their portfolio 

and which to withdraw 

Business process automation Automate manual business processes such as inventory management 

and invoicing to save time and resources. This can lead to greater 

efficiency and productivity 

Improved risk management Identify internal and external risks and threats, including fraud, 

errors, cyber threats and market fluctuations. This can help them take 

proactive steps to mitigate these risks and protect their business. 

 

What would be the challenges that the IA tool could identify? The ChatGPT provided the 

following information: 

 
Some challenges in introducing BI tools in SMEs 

Cost BI tools can be expensive, and SMEs may find it difficult to justify 

the investment relative to the benefits they will receive. In addition, 

many BI tools require additional hardware and infrastructure to run, 

which can further increase the overall cost 

Lack of technical expertise SMEs may have difficulty finding or hiring professionals with 

advanced technical skills to implement and operate BI tools. BI tools 

may require employees to be trained in new skills and techniques, 

which can lead to disruptions in daily operations and additional 

training costs 

Dependency on external 

vendors 

SMEs may have to rely on external vendors to provide services and 

support related to BI tools, which can lead to dependency issues and 

lack of control over business operations 

Difficulty collecting and 

integrating data 

SMEs may have data scattered in different systems or stored in 

different formats, which can make it difficult to integrate this data 

into a single BI tool. This can lead to delays in implementation and 

producing accurate results 

User adoption workers may resist adopting new BI tools, especially if these tools 

require training or significant disruptions to daily workflow. This can 

limit the effectiveness of BI tools 

Data security SMEs can be easy targets for cybercriminals, and the introduction of 

BI tools can increase the risk of data security breaches. This can lead 

to loss of confidential data and damage to the company's reputation 

Scalability SMEs may struggle to find BI tools that can handle large volumes of 

data as the company grows. This can lead to performance issues and 

delays in producing reports 

Difficulty identifying relevant 

metrics 

SMEs can struggle to identify the right metrics to measure their 

company's performance. Without proper metrics, BI tools may not 

provide valuable insights to guide decision making 

Difficulties in choosing the 

right tool 

There are many BI tool options in the market, and choosing the right 

tool can be challenging for SMEs that have limited budgets and 

resources 

Difficulties in demonstrating 

return on investment (ROI) 

SMEs may face difficulties in justifying their investment in BI tools, 

especially if they cannot demonstrate the return on investment (ROI) 

to their stakeholders 

Complexity BI tools can be very complex for non-technical users, which can lead 

to data misinterpretation or inaccurate analysis 
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Lack of data reliability If the data used in BI tools is not accurate or reliable, the analyses 

produced may be inaccurate or misleading. SMEs may struggle to 

ensure data quality and integrity 

Cultural resistance Cultural resistance: Organizational culture may resist the introduction 

of BI tools, especially if it means significant changes in business 

processes or decision-making. This can lead to resistance from 

workers or even leadership 

Lack of stakeholder 

engagement 

The engagement of stakeholders, including managers, executives, 

and other stakeholders, is important for successful adoption of BI 

tools, and SMEs may face challenges in getting this engagement 

Integration with existing 

systems 

SMEs may find it difficult to integrate BI tools with existing software 

systems, such as enterprise resource management systems (ERPs) or 

customer relationship management (CRM) systems. This can lead to 

compatibility issues and make it difficult to collect real-time data 

Lack of business knowledge If BI tool users do not have sufficient business knowledge, it can be 

difficult to interpret the information provided by BI tools effectively 

Difficulty in setting priorities SMEs may have difficulty prioritizing which information and data is 

most important to the success of the business. This can lead to 

unnecessary analysis or lack of focus on business objectives 

Changing business 

requirements 

As business needs change, BI tools will need to be updated and 

adapted to meet these new needs. This can lead to additional costs 

and delays in producing up-to-date reports 

Data management The introduction of BI tools can lead to a greater amount of data 

being generated and stored, which can lead to data management 

issues such as inadequate storage, insufficient backups or data loss 

Additional costs The introduction of BI tools may lead to additional costs, such as 

purchasing hardware and software, hiring specialized professionals, 

training employees and maintaining BI tools 

Privacy and security issues BI tools may contain confidential and business-critical information, 

so SMEs should take steps to ensure that this information is secure 

and protected from potential security breaches 

Collaboration challenges BI tools may not facilitate collaboration between teams and 

departments, which can lead to information silos and make it difficult 

to exchange knowledge and insights between different areas of the 

company 

Need for change management: The introduction of BI tools can lead to changes in the culture and 

the way the company operates, and these changes may require a 

significant change management effort to be implemented 

successfully 

Lack of alignment with 

business objectives 

BI tools can provide valuable information, but if that information is 

not aligned with the company's business objectives, it may have no 

practical value to the organization 

Difficulty integrating data 

from different sources 

SMEs may have data stored in different systems and formats, which 

can make it difficult to integrate this data into a single BI tool 

Difficulty balancing 

automation and human 

intervention 

BI tools can provide valuable insights, but they can also generate 

automated results that need to be validated and interpreted by 

humans. SMEs may find it difficult to balance automation with the 

human intervention required to gain useful insights 

Difficulty in keeping tools up 

to date 

BI tools require regular updates to function properly and are 

constantly evolving. SMEs may find it difficult to keep the tools 

updated and effective due to lack of resources or technical knowledge 

Risk of information overload BI tools can generate a large amount of information that can be 

difficult to manage and interpret. SMEs may find it difficult to cope 

with the information overload generated by BI tools and may feel 

overwhelmed or unable to take advantage of the information 

generated 
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4. CONCLUSION 

The implementation of measures in the context of digital transition, leverage the evolution of 

internal processes gradually, so that repetitive tasks are performed with minimal human 

intervention and the associated costs reduced. In PRINTRIA's case, the changes to the processes 

used since its creation and which had been adapted over the years, had to be implemented within 

a few days and saved the company. Given the diversity of products sold and services provided, 

and the different software used, the implementation of business intelligence tools is the next 

step in the process. The factors presented by the AI tool consulted, are indeed interesting and in 

this specific case, corroborate the opinions of PRINTRIA's managers. After three years after 

the sanitary fence, are we already seeing other benefits of these imposed changes. In fact, after 

an initial period of improvements and fine-tuning, the introduction of tools for the automation 

of processes, implemented in the digital transition, revealed gains in the productivity of workers 

assigned to these tasks, after the pandemic period and the return of most workers to their 

companies. In addition to improving the well-being of these workers who have benefited from 

the digital transition and the end of repetitive tasks carried out in the shortest time possible, the 

company has managed to direct the time available to other tasks, increasing its earnings. 

PRINTRIA's managers, and presumably those of most SMEs, live with the daily need to reduce 

costs and optimize resources, to meet the challenges that pandemic, inflation and war, and other 

constraints, have brought to the economy. The cost of introducing BI tools, despite all the 

identified benefits, cannot compromise the viability of the business. The study of the tool to be 

implemented should consider the visible and invisible costs, so they should tend to be free tools, 

as well as low code/no code so that it is not necessary to resort to external companies for their 

implementation. Assigning the responsibility for the study, learning, implementation, and 

consequent monitoring of results to a member of the management, was the path chosen to 

achieve this next stage: introducing business intelligence tools in PRINTRIA. 
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ABSTRACT 

Companies worldwide are being demanded as to their level of competitiveness, their production 

efforts with higher quality allow a robust market expansion, mainly through technological 

development and learning and the culture of quality. In view of this, the present work presented 

the following question: what are the central concepts that guide the management of the 

requirements of the quality system? In order to answer it, a theoretical framework was built 

that made possible the understanding and discussion about the theme. The concepts, principles, 

management, quality system requirements and certification were discussed. Also, the impacts 

of quality and poor quality on company results were addressed, and in the end, a framework 

was proposed on levels of quality management performance in order to assist managers in 

understanding the dynamics of the process of raising performance of companies focused on the 

superior quality perceived by customers, which guarantees a competitive differential and 
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lasting advantages in its results, considering the incorporation of quality as a productive 

strategy and not just as a final product resulting from chance.  

Keywords: Quality Management, Quality Management System, ISO 9001: 2015, Framework 

 

1. INTRODUCTION 

Companies around the world are being demanded in terms of their level of competitiveness 

since, with the advent of globalization, there are competitors in any segment of activity. This 

fact requires increasingly efficient solutions in the quality of its products, services and 

processes. Under this aspect, it becomes more essential in companies from developing 

countries, which still present a situation of technological and cultural backwardness when 

compared to North American, European and Asian organizations, mainly the Japanese ones. 

Higher quality production efforts allow for robust market expansion, mainly through 

technological development and learning and the culture of quality. This urgency in obtaining 

equal conditions in the development of competitiveness through quality takes place through the 

implementation of management systems for production processes that are more consistent with 

the requirements of its customers. In this sense, national companies need to advance in this 

process of managing their quality systems, regardless of whether they are certified or not, 

because, more than certification, quality must be perceived by all its stakeholders, mainly by 

its customers, who can be internal or external. In face of this scenario, the present work presents 

the following starting question: what are the central concepts that guide the management of the 

quality system requirements? To answer the starting question, the general objective of the work 

is to know the central concepts of quality and the requirements for building a quality 

management system. For this, a theoretical framework will be built that makes it possible to 

understand and discuss the theme of quality management, keeping the general objective of the 

work as a reference to adapt the research steps, and in the end, a framework will be proposed 

about the levels of management performance of quality. 

 

2. LITERATURE REVIEW 

2.1. Quality management: concepts and principles 

The concept of quality is not treated as something static or immutable, but as a concept in 

constant evolution. In this sense, three quality concepts are important for understanding and 

discussion: Quality is the necessary condition of suitability for the purpose for which it is 

intended (EOQC, 1972); Quality is the adequation for a special use (JURAN AND GRYNA, 

1991); Quality is the degree of adjustment of a product to the demand it intends to satisfy 

(JENKINS, 1971). The principles brought by the three concepts are kept in the definition 

adopted in the technical standard, which considers quality to be the “degree to which a set of 

inherent characteristics satisfies requirements” (CARPINETTI, GEROLAMO, 2016, p. 10). Fit 

for use is the most relevant improvement to consider, with a focus on the consumer, in tune 

with the process operations and basic objectives of the organization. Therefore, continuous 

improvement is seen as synonymous with total quality (PALADINI, 2012). The meanings of 

quality for Juran and DeFeo (2015) surround the results achieved by companies regarding the 

fact that they meet the requirements of the company's customers, impacting higher revenues 

and lower costs. The advantages allowed by the superior quality level suggest a greater 

amplitude between their revenues and their costs, directly impacting on a higher profit margin 

obtained by the companies that achieve this competitive advantage. It is assumed that greater 

added value through quality will result in consumers willing to pay more to obtain their products 

and, at the same time, the same superior quality will promote operations with fewer defects and 

rework, increasing production efficiency, which impacts on lower costs. According to 

Carpinetti and Gerolamo (2016), quality principles include customer focus, leadership, people 

engagement, process approach, improvement, evidence-based decision making and relationship 
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management. These principles are interconnected and interdependent to generate positive 

outcomes such as risk reduction, improved effectiveness and efficiency, and stakeholder 

satisfaction. Aquilani et. al. (2017) state that the critical success factors of Quality Management 

are very numerous depending on specificities such as industrial sectors, countries, dimensions, 

products and services, but they identified that the role and style of leadership, the commitment 

and function of top management assume a key role in improving the company's performance in 

all contexts. The management techniques applied to quality were strongly applied in the late 

1970s, when North American companies felt the impact suffered by the perception by users of 

the superior quality of products manufactured by Japanese companies. This perceived 

superiority led to the adoption of the terms Japanese quality or Toyota quality, which became 

synonymous with superior quality and this strongly impacted American companies, some went 

bankrupt while others were forced to raise their performance standards in terms of quality 

(JURAN, DEFEO, 2015). Quality management has evolved along with the concept of quality 

over time. Currently, quality management is seen as a competitive strategy whose objectives 

are to conquer markets and reduce waste (CARPINETTI, GEROLAMO, 2016, p. 7). The 

integration of production routine management processes with a focus on customer satisfaction 

regarding the suitability of a product for its use, essential contributions from Juran and 

Feigenbaum resulted in quality assurance systems, which evolved into the current management 

systems of the quality (CARPINETTI, GEROLAMO, 2016). The success of Quality 

Management can be verified through two indicators: level of consumer loyalty and the ability 

to turn possible customers into consumers. This happens when the company satisfies and creates 

value, exceeds the initial expectations of its customers, resulting in greater chances of survival 

for the company (PALADINI, 2012).  

  

2.2. Quality Management System 

Having a quality management system becomes essential for efficiency in quality management, 

regardless of whether or not you have quality certification, as it is a matter of systematizing 

information sharing activities, whether in data collection or dissemination of information. 

quality policy and objectives, with a systemic approach. Not having certification does not mean 

that the company does not have quality in its processes or in the system itself, since not all 

companies need certification, but all need management and quality or they may end up 

perishing. The competitive environment is characterized by its dynamic, diverse and 

challenging essence, so that the provision of the quality management system assumes the central 

objective of guaranteeing the survival of the company, through the full use of the organization's 

potential and resources. “Management systems involve norms, methods and procedures. The 

norms include the organization's global policy, its operating guidelines and specific rules, 

applicable to the organization's resources in defined situations” (PALADINI, 2012, p. 111). 

The focal points of activities inherent to quality management, according to ISO 9001: which 

must be systematized in companies are: management responsibilities to lead the quality 

management process; planning objectives and action and review plans, support for quality 

management activities; quality management in the production operation, performance 

evaluation and improvement of management processes. (CARPINETTI, GEROLAMO, 2016, 

p. 7). The quality management activities listed by Carpinetti and Gerolamo (2016) are required 

at the time of certification, so they are now called quality management system requirements. 

Thus, the role of the manager before the quality management system consists of putting these 

activities into practice and managing them minimally well. Additonally, Carpinetti and 

Gerolamo (2016) report that a series of activities or management processes will be required for 

certification of the quality management system by ISO 9001:2015, which then came to be called 

system requirements, which are: Organizational Context, Leadership, Quality Management 

System Planning, Support, Operation, Performance Evaluation and Improvement. 
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As for the standardization of the processes, the International Organization for Standardization 

(ISO) is a network organization formed by experts from around the world to develop 

international standards for many different management processes. ISO 9001: 2015 is the main 

standard and aims to certify quality systems according to its requirements. According to ISO, 

by the year 2014 there were 1,138,155 ISO 9001 certificates in the world. 

 

3. METHODOLOGY 

This research is classified as a basic exploratory literature review research, with the objective 

of building a theoretical framework to carry out a qualitative analysis on the subject. A 

framework will be proposed with the scenario to be pursued by companies with regard to quality 

management, aiming to provide reliable subsidies to guide the planning of actions to be 

performed for the implementation and management of quality systems, discussing the great 

currents that appear in the specific literature on the proposed topic. 

 

4. RESULTS AND DISCUSSIONS 

4.1. Content analysis 

The content analysis revealed a difficulty in interpreting the concept of quality in management, 

due to the lack of uniform understanding by all interested parties and its subjectivity. Although 

quality is a concept in constant evolution, the concepts presented between 1971 and 1991 have 

similar statements. In this way, it was verified that it is not the concept of quality that evolves, 

but the perception and requirements of customers over time. The ever-changing environment 

and technology influence people's perceptions and requirements, which affects quality 

dimensions. Leading companies have had to incorporate quality into their strategies to achieve 

their goals, making it a means of achievement, not just a goal to be achieved. Some companies 

radically changed the focus given to quality, breaking paradigms and working to create a culture 

of quality, which permeates all processes developed by the organization. Thus, the 

appropriation and use of quality in all its dimensions, raised the level of performance of the 

entire organization, not being restricted only to issues restricted to its products and processes. 

 

4.2. Quality Principles 

Quality principles are universal, however they depend on specificities such as sectors, countries, 

products and services. Leadership, commitment, and the discharge function are critical success 

factors. Engaging people is critical to achieving efficiency and continuous improvement, 

reducing risks, improving effectiveness and efficiency, and satisfying stakeholders. Quality 

principles are interconnected and depend on each other to achieve superior results. Managers 

must apply Quality Management knowledge in all processes carried out, not only in the 

company, but above all with customers and interested parties, and also ensure that the approach 

is clear to customers in order to demonstrate the willingness of companies to provide them 

satisfaction. 

 

4.3. Quality management 

The evolution of the concept of quality evolved from a focus on inspections and elimination of 

defects to a concern with the entire process and treatment of root causes. It consists of 

management methods aimed at superior results, suitability of the product for use and 

satisfaction of stakeholders, especially customers, raising the company's performance standard. 

This generates competitive advantages, such as customer recognition and loyalty, resulting in 

increased sales, as shown in Figure 1. 
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Figure 1: Sales x meeting customer requirements 

(Source: The authors (2023)) 

 

Thus, improving the requirements fulfillment rate increases customer satisfaction, increasing 

the company's sales and profits. The practice of continuous improvement in fitness for use is 

the most effective way to achieve superior results in quality management, as shown in Figure 

2. 

 

Figure 2: Sales x continuous improvement. 

(Source: The authors (2023)) 

 

Continuous improvement results in greater satisfaction, sales and profits for companies, while 

the presence of defects impairs quality and generates negative impacts on the entire 

organization, mainly on customer satisfaction, sales and profits. as shown in Figure 3. 
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Figure 3: Defects x sales. 

(Source: own authorship (2023)) 

 

In addition to the impact caused on customer satisfaction, sales and profits, poor quality will 

also impact fixed and variable costs, raising their levels, as poor quality will cause rework, 

when it is possible to recover the defective product, and when this is not possible. If possible, 

the product will be discarded, which is even worse. Figures 5 and 6 show comparisons of the 

impacts on costs of production with poor quality and production with higher quality. 

 

Figure 4: Costs x poor quality 

(Source: The authors (2023)) 

 

Figure 5: Costs x quality. 

(Source: The authors (2023)) 
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According to Juran and DeFeo (2015), Table 1 demonstrates that offering features that meet 

customer needs results in superior quality, which allows companies to charge higher prices. In 

addition, the absence of process and product failures reduces operating costs, which increases 

profit margins, as shown in Figure 6. 

 

Figure 6: Range between revenue and costs. 

(Source: The authors (2023)) 

 

In this sense, by increasing profit margins through quality management, the company will 

realize the positive impacts of production with superior quality directly reflected in its financial 

results. This will allow greater capacity for investments, innovations, remuneration and, 

ultimately, in meeting the requirements of its stakeholders. 

 

4.4. Quality Management System 

Quality management must be experienced by all people and be part of all the organization's 

operations. For this, it is necessary to systematize activities and ensure coherent and 

standardized communication of information. The documentation of quality management 

practices is important for certification and managers must manage the execution of the quality 

management system requirements to achieve the organizational objectives in relation to quality. 

Knowledge management is also important to implement quality management. Figure 7 shows 

the system requirements management process. 

 

Figure 7: Quality in the management of system requirements. 

(Source: The authors (2023)) 
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Thus, having a quality management system is not enough to guarantee the success of a 

company. There must be a commitment to managing the entire system with quality, otherwise 

there is a risk of having a false sense of continuous improvement and customer satisfaction. 

 

4.5. Framework proposal 

Taking into account the literature review and discussion of the results carried out regarding the 

conceptualization and understanding of quality, its principles, management processes and 

systematization, it is proposed, as shown in Figure 8, a framework containing, in a synthesized 

form, the impacts resulting from the levels of quality performance and continuous improvement 

in companies. 

 

Figure 8: Framework of Quality performance levels. 

(Source: The authors (2023)) 

 

The aim of this framework proposal is to help managers understand the dynamics of the process 

of increasing the performance of companies with a focus on the superior quality perceived by 

customers, which guarantees a competitive advantage and lasting advantages in their results, 

given the incorporation of quality as a productive strategy and not just as a final product 

resulting from chance. 

 

5. CONCLUSIONS 

Companies need to raise their level of competitiveness since with the advent of globalization, 

there are competitors in any segment of activity. Production efforts allow for superior quality, 

which is achieved through the implementation of management systems for production processes 

that are more consistent with the requirements of its customers. The present work started from 

the following question: what are the central concepts that guide the management of the quality 

system requirements? And to answer the starting question, a literature review was carried out 

in order to know the central concepts of quality, understand the system requirements and 

specificities to be considered to carry out quality management efficiently. The theoretical 

deepening provided sufficient subsidies to guide the planning of actions to be performed for the 

implementation and management of quality systems, discussing the major currents that appear 

in the specific literature, described by reliable sources. In this way, in view of the theoretical 

survey that made it possible to understand and discuss the theme of quality management, a 

framework was proposed about the levels of performance of quality management. 
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It is expected that this work will help managers in the elucidation of the central concepts of 

quality, which have a dynamic and abstract characteristic, which makes its full understanding 

difficult. Also, that this proposed framework helps in the process of raising the performance of 

companies with a focus on the superior quality perceived by customers, which guarantees a 

competitive differential and lasting advantages in their results. As a result, the knowledge 

achieved with this review work will support future studies on the subject, in which it is intended 

to use the applied methodological approach to confront the findings in this literature review 

with the reality of companies. 
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ABSTRACT 

The services delivered by museums offer rich informal learning opportunities for individuals 

and contribute to the development of key literacy and cultural competencies in societies. Over 

the years, the characteristics of visitor journeys in museums and exhibitions have evolved, and 

currently, many such experiences require substantial participation and interaction from the 

visitors. This study identifies and characterizes four different archetypes of museum services 

that have varying degrees of customer effort and customer-to-customer interaction (CCI). The 

study builds on data collected from Fábrica Centro Ciência Viva, a Science Museum that is 

part of a wider network of units in Portugal, and that is devoted to the public dissemination of 

science. The study offers an innovative perspective to address the integration of customers in 

service operations and discusses how time and crowd density can be addressed as key service 

process design variables that influence service process quality. 

Keywords: Service quality, Visitor experience, Customer participation, Customer-to-customer 

interaction 

 

1. INTRODUCTION 

Service experiences frequently require the active participation of customers for achieving the 

expected results. In the specific case of museums, visitors can be invited to walk through 

exhibitions, to read and interpret information, to interact with artefacts and to participate in 

showcasing activities, with the purpose of enabling learning and entertainment. Likewise, in 

many museums and related services, the interaction between visitors, referred in the literature 

as customer-to-customer interaction (CCI), has also become a common feature. In Science 

Museums, that are focused on the dissemination of science to wide audiences, it is frequent to 

involve visitors in group activities requiring collaboration to solve a challenge or a given task, 

with illustrative purposes.  For service managers the design and specification of such interactive 

activities creates important challenges because it carries important implications for service 

results, service quality and visitor satisfaction. Elements such as the level of customer effort, 

the degree of task complexity and the duration of the activities are critical for the performance 

of the visitor. Likewise, for those service experiences involving CCI, other elements such as 

crowd density and customer compatibility have been also highlighted in the literature.  
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Despite of the complexity that is involved in integrating the customer participation and CCI in 

service processes, there is still a lack of academic literature to support the role of service 

managers in this task. In this article we offer a contribution to advance the knowledge about the 

design of services involving customer participation and CCI building on the study of the service 

experiences offered by Science Museums. The study identifies and characterizes four different 

archetypes of museum services that have varying degrees of customer effort and CCI. And 

provides Illustrations for each of the archetypes that are presented, for the specific context of 

Science Museums. The study builds on data collected from Fábrica Centro Ciência Viva, a 

Science Museum that is part of a wider network of units in Portugal, and that is devoted to the 

public dissemination of science. The article then discusses the characteristics of the four service 

types towards service quality, and explores how the management of two key factors of service 

process design - time and crowd density – affect the quality and the results that can be derived 

from customer participation and CCI in Science Museum visits. The study offers an innovative 

perspective to address the integration of customers in service operations by advancing four 

archetypes to characterize services according to the intensity of participation and CCI, and 

exploring how time and crowd density can be addressed a key service process design variables 

that impact service process quality. While offering a discussion and examples for the specific 

case of Science Museums, the proposed archetypes and the discussion, the recommendations 

about time and crowd density for different service archetypes, and the implications for 

participation and CCI are generalizable to wider service settings. 

 

2. CONCEPTUAL BACKGROUND 

2.1. Understading the determinants of Service Quality 

Inseparability, heterogeneity, intangibility, and perishability are four essential characteristics of 

services that we need to consider when constructing a service quality assessment scale 

(Ghobadian et al.,1994; Ladhari, 2009). Because of these characteristics, assessing the quality 

of services is, in general, difficult and very different from assessing the quality of manufactured 

goods. For example, in the service industry, customers judge the direct delivery results (e.g., 

timely delivery) and the service process experience, e.g., empathy of the employees (Johnston 

& Clark, 2008; Gronroos, 1978). Parasuraman et al. (1988), in their pioneering study for 

developing a service quality scale, introduced their influential SERVQUAL model consisting 

of five dimensions (namely, tangible, reliable, responsiveness, assurance, and empathy), which 

essentially measures the discrepancy between what customers expect from the service and what 

they perceive as actual service realization. Since its introduction in 1988, this SERVQUAL 

model has inspired many researchers in the field to develop their own models by either 

modifying or adapting it to the context of a particular service setting. For example, Cronin and 

Taylor (1994) argued that the only determinant factor of the service quality assessment is 

customer perception and there is no need to measure customer expectation. Therefore, they 

introduced SERVPERF model, which was pretty similar to the SERVQAUL model, except for 

omitting the customer expectation items. Later, Dabholkar et al. (1996) proposed RSQS scale, 

including five dimensions, i.e., physical aspects, reliability, personal interaction, problem 

solving, and policy, to evaluate the service quality in retail stores that offers a mixture of goods 

and services. RSQS includes some general items of SERVQUAL and some other relevant items 

to cover the specific aspects of retail stores. For example, the physical aspect dimension consists 

of two parts: the appearance part, which is inspired by the tangible dimension of SERVQUAL, 

and the convenience part, which covers items related to the store’s layout. Similarly, Vázquez 

et al. (2001) argued that SERVQUAL is more appropriate for measuring the quality of pure 

service firms than the stores that provide merchandise and services. Therefore, they developed 

CALSUPER scale with 28 variables and four dimensions, namely, physical aspects, reliability, 

personal interaction, and policies, to assess service quality in supermarket companies. 
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Similarly, in 2000, Frochot and Hughes developed HISTOQUAL model as a modification of 

SERVQUAL to assess the quality of historic houses that serve as a museum. The model 

maintained the three dimensions of SERVQUAL (namely, tangible, responsiveness, and 

empathy) and replaced the other two dimensions (assurance and reliability) with 

"communication" and "consumable" dimensions. Like many other services, the museum's 

product is offered in a physical setting that includes the site or building, ways to keep visitors 

engaged, queues, lighting, waiting, crowding, and techniques for calling for visitors’ attention 

and participation, i.e., where visitors interact and engage with exhibits (Muskat et al., 2013). 

On the other hand, as the museum visit is a dynamic and multifaceted task, the visitors evaluate 

their experience in a mixture of three different scenarios of personal, social, and physical factors 

(Falk and Dierking, 1992) while they move direct and continually across the exhibition areas 

(Jeong and Lee, 2006; Muskat et al., 2013). Goulding (2000) claimed that, in order to provide 

a high-quality visitor experience in the museum, several factors of socio-cultural (e.g., social 

interaction), cognitive (e.g., involvement and engagement), psychological orientation (e.g., 

scene setters, routing, and mapping), as well as physical and environmental conditions (e.g., 

crowding, seats, noise) that need to be recognized as interdependent factors from each other. It 

has been documented in the literature that visitors’ quality perceptions are likely to be 

influenced by aspects related to physical parameters as well as by situational variables 

(Bäckström and Johansson, 2006). Physical parameters such as crowd density and the duration 

of the activities are intrinsic to the visitor and influence their experiences. Situational variables 

include the involvement and engagement of the visitors; as the visit is a dynamic and 

multifaceted construct, visitors perceive the quality of the entire visit experience (Gilmore and 

Rentschler, 2002). 

 

2.2. The importance of Customer Participation for service results and quality 

Customer participation is defined as “the degree to which the customer is involved in producing 

and delivering the service” (Dabholkar 1990, p. 484). Only in the service sector, do the 

customers play both a "production role and a consumption role" (Bateson, 1985). Mills and 

Moberg (1982) described the contribution of customers to service production, such as their 

information and effort. According to Lovelock and Young (1979), participating customers, as 

“partial workers”, can undertake a percentage of the working input from employees, reducing 

employee workload and increasing service organization’s productivity. For example, when the 

bank customers fill in deposit forms or when they are using ATM to do banking operations, 

they help service provider save time and effort (Schneider and Bowen, 1985). Bitner et al. 

(1997) identified three levels of customer participation tasks, namely presence, information 

exchange, and co-production, ranging from low to high degrees of customer participation, 

respectively. In the first category of services, in which only the physical (or virtual) presence 

of the customers is required, customers essentially play a low level of participation, and the 

service provider takes care of all service production tasks. Some examples of these services are 

symphony concerts and theatre, where customers must merely attend an event to receive the 

entertainment service. The second level of customer participation, i.e., information exchange 

services, refers to those services where the customers are required to provide some 

(information) inputs to deliver the service process. There are many examples of services that 

need a moderate level of customer participation, such as providing information and effort, in 

order to run the service. For instance, in financial consultations, customers must provide some 

input such as personal information, tax history, and even receipts to create the service. Finally, 

in the third level of customer participation, i.e., co-production, the participating customers are 

responsible for the essential realization of the service (e.g., knowledge transfer and idea-

generating) in order to accomplish the service objectives. It includes all sorts of education and 

health care, where customers must study or exercise and eat healthy for the success of the 
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service. It is worthwhile mentioning that, in the literature, there are several other classifications 

of customer participation in service setups. For example, Dong and Sivakumar (2017) classified 

customer participation based on who (i.e., only customers, or firm or customer) can perform 

the service delivery processes and what (i.e., is activity critical for service creation or not) 

customers contribute to the service exchange. Then, they classify customer participation into 

three categories: mandatory, replaceable, and voluntary. Customer participation is also driven 

by the customers’ desire to take an active role in the service delivery process. With the 

advancement of technology, particularly the Internet and social media, the concept of customer 

participation has gained increased attention. Furthermore, customer participation can provide 

customers with economic and relationship value, boosting customer satisfaction and employee 

performance (Chan et al., 2010; Jiang et al., 2019). Nevertheless, we should not neglect the fact 

that the customer participation does not necessarily lead to a positive influence on a firm, 

particularly when a high level of customer participation is needed (e.g., for the self-service 

situations that require a high degree of expertise, or when the customers find themselves in new 

and unfamiliar situations). In these cases, there is a potential to have negative consequences on 

the service process, which can negatively impact the perceived service quality (Yen et al., 2004; 

Chan et al., 2010). Therefore, it is crucial to carefully plan the customer participation (when a 

high level of participation is required) and ensure that it is completely clear for the customers 

the type of input that they need to provide. Indeed, in today's world, many services can be 

tailored with a greater degree of customer participation where customers influence the received 

service quality by the different roles that they play as resources, as buyers, as co-producers, etc. 

(Dabholkar, 1990; Lengnick-Hall, 1996; Bendapudi and Leone, 2003). 

 

2.3. Customer-to-Customer interaction 

Customer-to-customer interactions refer to a wide variety of interactions that take place 

between two individual customers, two groups of customers, or one customer and a group of 

fellows while the service is being delivered (Nicholls, 2010; Amorim et al., 2014; Jiang et al., 

2020). Indeed, CCI is a frequent phenomenon that arises in many service contexts such as 

education, transportation, retail, leisure and hospitality, hairdressing, etc. Customers can ask 

for inputs from other customers before, during or after a service encounter, either in person or 

using a technology interface (Nicholls, 2007; Harris et al., 2000). According to the literature, 

customer-to-customer interactions can be defined as the exchange of information, knowledge, 

emotions, and sentiments (feeling) that takes place between customers, which directly impacts 

each customer's behavior and influences their overall perceived experience (Wilson, 1976; 

Langeard et al., 1961; Grönroos and Ravald, 2011; Lin et al., 2020). As claimed by Gruen et al. 

(2007), value is commonly produced through the customer-to-customer exchange process, 

especially when the interactions among customers increase the perceived advantages of service 

offers. Moore et al. (2005) argued that since CCI is a critical component of the customer service 

experience, it should be included in a service provider offering. Moreover, it has been 

acknowledged that CCI can remarkably impact customer satisfaction (Moore et al., 2005; Wu, 

2007), customer loyalty (Gruen et al., 2007), word-of-mouth, and the future patronage intention 

(Martin and Pranter, 1989). The literature also illustrates different categorizations of how the 

CCI impacts the service experience. For instance, the CCI can play either a positive or negative 

role and can impact the service quality either directly or indirectly. Positive CCI includes 

interactions such as collaboration and friendly conversations (Moore et al., 2005; Wu, 2007; 

Gruen et al., 2007; Jung et al., 2017), whereas negative CCI refers to dysfunctional customer 

behaviour, e.g., undesirable complaining behaviour or verbal and physical incidents that 

negatively influences the customer satisfaction (Harris and Reynolds, 2003; Daunt and Harris, 

2012). On the other hand, direct CCI refers to those specific interpersonal interactions that occur 

between customers, and indirect CCI refers to the service environment, e.g., in an exhibition, 
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the other visitors who are nearby a visitor can affect his/her experience, even if they do not 

directly see or talk to him/her (Venkat, 2007). Finally, it is worthwhile noting that there are 

service settings where CCI is an intentional and necessary aspect of the service experience, e.g., 

scientific conferences, leisure services, science centers, etc., where interactions between 

customers are an intentional and important aspect of the service experience (Martin, 1997). The 

essential and special contribution of CCI in such services has been highlighted as “CCI-driven 

services” (Nichols, 2007), where participating and cooperating in activities are frequently 

required from the customers. This paper focuses on CCI-driven services and studies a service 

organization that requires distinct levels of customer participation and CCI (e.g., exhibitions, 

educational science activities for groups, etc.) where participating and cooperating in activities 

are frequently required from the customers. 

 

3. DATA AND METHODS 

This study develops a straightforward typology to characterize CCI and to allow the 

development of adjusted service management strategies to deal with customer contributions for 

service results and quality. More theoretical and empirical attention is required to understand 

CCI and the management of customer roles and performance in services, and for this purpose, 

typologies offer an important analytical perspective. Typologies are useful tools to describe 

organizations or processes, as they allow for the identification of characteristics that are 

different from a conceptual point of view, and enable a classification logic that distinguishes 

groups based on the importance of the similarities inside the groups and the differences among 

them (Doty & Glick, 1994). Typologies are useful for developing adequate managerial 

strategies to make the most out of the opportunities offered by customer participation and CCI. 

This involves defining different levels of customer participation and CCI for a given service, 

and the consideration of other service elements, such as the role of front-line employees and 

the design of the physical aspects of the service setting, the volume of participants, and the 

duration of service episodes and experiences. The study addressed the specific empirical 

context of Science Museums. After the theoretical development of the typology, the study 

builds on data from the service activities provided by the “Fábrica–Centro Ciência Viva de 

Aveiro”. Fábrica is a science center located in the city of Aveiro, Portugal, as a science 

dissemination unit managed by the University of Aveiro. Fábrica provides a wide range of 

service experiences to encourage public participation in science. Indeed, it offers a rich portfolio 

of service experience attributes like participation, interaction, emotional engagement, and fun 

to increase awareness and access to knowledge via informal learning among children and adults. 

 

4. STUDY RESULTS AND MANAGERIAL CONTRIBUTION 

Customer participation and CCI are broad concepts that are invoked to refer to interactions 

between customers in service delivery contexts. There is considerable research, as well as 

abundant evidence, about the intensity and diversity of expressions that customer participation 

and CCI might take place. It is clear that the nature of the tasks that customers are asked to 

perform in service settings and the implications of customer participation and CCI for the 

service experiences will vary across different types of services. For this reason, different levels 

of customer participation and CCI call for differentiated managerial approaches, in order to 

adequately incorporate, and manage customer contributions and roles in service delivery 

operations. This study proposes a classification of service activates along two dimensions of 

customer participation and CCI for the specific contexts of exhibits and museums (as exhibited 

in figure 1, below). Considering the X axis to represent the intensity of customer (visitor) 

participation and Y axis for the expression of customer-to-customer (visitor-to-visitor) 

interaction, leads to the identification of four archetypes for the configuration of the service 

experience - HH, HL, LH, LL -  that are presented in Figure 1. 
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Figure 1: Matrix for positioning services – CP and CCI intensity 

 

The axis for CCI refers to the extent a given service activity – in the specific context of the 

study a science museum visit – requires the interaction of visitors to achieve the desired results; 

and the axis for CP proxies the richness of customer participation and effort in the completion 

of tasks and activities during a museum visit. The intensity of participation and interactions is 

classified as High (H) or Low (L), allowing for the definition of the two axis and the positioning 

of a variety of service configurations. Addressing these dimensions into high and low 

categories, four distinct CP and CCI configurations for service experiences are defined (see 

Figure 1). The four configurations are labeled and described in Table 1. 

 

Archetype CP CCI Description 

Orchestrated 

 
H H 

The level of CP as well as the interactions between customers 

(CCI) are high. Each visitor can have a unique experience, 

customized and built on communication and rich interactions 

and exchanges with other visitors. 

Event 

 
H L 

The level of CP is high and customizable whereas the intensity 

of interactions between different customers (CCI) is lower and 

involves less interaction with others. 

Peer 

Assisted 

 

L H 

The level of required CP os is low and non-modifiable or less 

customized. The exposure to other customers and the scope 

for interactions between customers (either voluntary or 

involuntary) is high. 

Go-Through 

Visit 
L L 

Both customer participation and the interactions between 

customers are low. The activity is non-modifiable, very 

standard for all visitors, and involved low levels of interaction 

between them.  

Table 1: Characterization of CP and CCI archetypes 

 

The next step in the work involved the densification of the typology by applying examples from 

the museum activities and services, to the axis proposed for the classification, in order to 

illustrate the usefulness and the applicability of the typology. In Table 2 we offer an example, 

with the classification and positioning of activities for the four different archetypes suggested 

by the typology. 
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CP and CCI 

archetypes 

Orchestrated (HH) Event  

(HL) 

Peer Assisted 

(LH) 

Go-Through Visit 

(LL) 

Examples from 

“Fábrica” Science 

Museum 

Holidays with 

Science 
Science in Prose 

European 

Researchers’ Night 
Science Cafe 

Activity 

description 

Museum activities 

are offered for 

visitors during 

school years, during 

holidays and school 

breaks. 

These activities 

include science 

experiments and 

demonstrations, 

designed for 

participation in 

groups. 

A science 

communication 

activity combined 

with literary art. 

Science is purified, 

like someone 

distilling literature. 

These are spoken 

words, which can 

arrive in storytelling 

or in well-written 

sentences, 

combining fiction 

and fantasy with 

scientific rigor. 

Annual event 

prepared to display 

science exhibits to 

make university 

researchers closer 

to the public in 

general. The event 

is open to all -  

visitors/families – 

and combines 

exhibitions with 

music, theatre, 

dance, and magic. 

Regular activity 

that provides an 

informal setting for 

some presentation 

and for discussing 

scientific concerns 

(e.g., what each 

one of us can do to 

promote more 

sustainable use of 

the ocean). 

Table 2: Application of CP and CCI archetypes to the Science Museum Case 

 

Overall more them 30 different activities were analyzed and characterized for positioning in the 

classification matrix. The classification work was developed with the expression obtained from 

the staff of the museum that rated the levels of CP and CCI involved in each activity. Examples 

were found to fit all the quadrants proposed and therefore validate the usefulness of the typology 

to distinguish between service activities and the roles of customers in the service experience. 

 

5. CONCLUSION  

Service organizations, like museums, need to acknowledge the need to manage CP and CCI, 

namely to clarify the roles expected from customers in the activities, given the importance of 

customer participation for the final results of any service. By classifying the service activities 

along the dimensions of CP an CCI advances can be made in the specification of service setting, 

procedures and roles, to make the most of the potential positive effects of CP and CCI (in terms 

of cost reduction and/or value creation) and to limit any possible negative consequences 

(conflict, inconsistency and service failures). The positioning of services in the typology matrix 

is not static, as organizations can devise strategies to transform a service experience from one 

quadrant to another, because of alterations in the interactions and roles of customers. 
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ABSTRACT 

The increased adoption of digital technologies both in personal and work contexts has been 

raising growing interest in revisiting the determinants of the quality of work and the well-being 

of employees. This study explores the determinants of quality and sustainability of the 

workforce, with a specific focus on the work contexts that resort to digital technologies. The 

article reports the findings of a literature review that addresses quality and sustainable work 

in remote and digital work contexts, with the purpose of identifying the variables that affect 

remote workers' satisfaction and performance. The research work focused on the analysis of 

82 recent publications selected from the Scopus database. The analysis led to the identification 

of 70 variables that were classified in the context of quality of work, under five categories: 

organizational factors, work-related factors, environmental and ergonomic factors, individual 

factors, and psychological factors. The study contributes to the advancement of our 

understanding of the determinants of workers' well-being, productivity, and satisfaction, and 

can inform the development of resource management strategies to meet the challenges of 

remote work.  

Keywords: quality of work, sustainable work, employee well-being, productivity 

 

1. INTRODUCTION 

In recent years, the debates about the sustainability of work have been permeating European 

political agendas. Among the various determinants that explain the concerns of governments 

and managers with guaranteeing access to a stable workforce, demographic factors play a key 

role, due to the restrictions created by low birthrates, the aging of the population, migrations, 

etc. Moreover, there is a multiplication of regional policies together with company strategies to 

attract and retain talent to assure the growth and sustainability of industrial investments. Europe 

faces various challenges to attract and retain the right talent to its economic ecosystems. More 

recently, the discussions have also been addressing the need to reskill the population in order 

to meet the evolution of digital technologies and contexts of work. The challenges are many, 

and the progression varies much determined also by regional specificities. Despite that there 

are some transformations in the work contexts that seem to be transversal to eh EU territories, 

and for which some common approaches are relevant and useful. In particular, the changes that 

are being observed in the role of digital technologies in shaping the modern workspace are a 

concern for many.  
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Recently the context of the pandemic also accelerated and led to some improvised and forced 

modifications on the work environment, moving many from face-to-face to remote work. Such 

new models of work have negatively affected many workers, who alleged difficulties in 

reconciling their professional lives and the management of their personal time and space (Dunn 

2020). For many, working in a remote context caused an increase in the worker's stress, lack of 

peace, and overload at work (Sorribes et al., 2021). In the pandemic context, some states have 

implemented measures to prevent mass unemployment and company bankruptcy. Due to the 

amount of time and energy that people consume in the workplace, and the boundaries between 

professional and personal life, it is essential for organizations to ensure that their employees 

have a high level of job satisfaction (Ko, 2021). In a crisis scenario, employees' priorities tend 

to be different as compared to scenarios of economic growth. In Spain, for example, it was 

noted that workers prioritized job stability more than any other aspect related to the quality of 

work, even the possibility of job promotion (Sorribes et al., 2021). Following the changes 

triggered by the pandemics moment, for many the working conditions have worsened, resulting 

in job insecurity, increased worker stress levels, reduced wages, extended working hours, work 

overload, loss of control over work, and less supervisor support (Myhill et al. 2021). The 

worker's level of satisfaction varies according to the conditions and particularities of the nature 

of the work, for example the type and value of the salary, the promotion, the relationship with 

co-workers, as well as the circumstances, context, and trust. in the organization. Such trust tends 

to decrease in periods of crisis, as the company is more concerned with the financial 

performance of the organization than the well-being of employees (Sorribes et al., 2021, 

Albrecht et al. 2018). 

 

2. CONCEPTUAL BACKGROUND 

2.1. Understanding the concept of work quality and employee satisfaction 

The management of human resources is a fundamental functional area in organizations, 

concerned with the access to adequate resources, but also for its relevant role in contributing to 

support the implementation of managerial practices that contribute to the well-being of workers, 

as a key driver of their performance and permanence in the firm (Sorribes et al., 2021). The 

well-being of an individual in work contexts includes several elements, such as: emotional well-

being, related to job satisfaction; his health and physical well-being, directly affected by the 

levels of stress at work and physical health; the social well-being, an aspect more related to the 

trust in the organization's management and in the interrelationships between the employee and 

the supervisors and the domain of work happiness, related to the contexts and characteristics of 

the work environment. The authors Sorribes, Celma and Matínez-Garcia (2021) identified 16 

variables related to employee satisfaction, namely: work organization, promotion possibilities, 

evaluation of superiors, activity performed, personal development, autonomy and 

independence, level of participation in the company, employee motivation, working hours, 

flexible working hours, rest periods during work, vacations, job stability, occupational health 

and safety, training provided by the company and social benefits. One of the factors that can 

have the most negative impact on work is insecurity, due to the origin of temporary 

employment. The same is true for precarious working conditions, such as noise and lack of 

privacy. The imbalance between professional and personal life, work overload, undefined 

working hours, and greater work demands, contribute to an increase in work stress and the level 

of worker dissatisfaction (Barrena-Martinez, et al., 2018). Several studies point out that the 

longer the working day, the greater the worker's stress level and, on the other hand, the greater 

the internal communication in the company, the greater the employee's engagement, their level 

of satisfaction, the confidence in management. , creating a light and open environment, as well 

as generating a feeling of “being heard”. Good internal communication contributes to a 

reduction in work stress.  
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However, the lack of promotion and opportunities at work generates an increase in the worker's 

stress level (SORRIBES; CELMA; MARTÍNEZ-GARCIA, 2021). The level of worker's 

satisfaction is determined by several factors including the needs of the employees and employee 

well-being. Studies reveal that employees with a high quality of life at work have a high level 

of satisfaction and performance at work, which are associated with a lower level of turnover 

(Ko, 2021). This author defines the quality of life at work as being "the satisfaction of the 

employee with a variety of needs, through resources, activities, and results arising from 

participation in the workplace". The same author characterizes seven categories of human needs 

for the quality of life at work, namely: (i) health and safety; (ii) economic and family; (iii) 

social; (iv) esteem; (v) update; (vi) knowledge and (vii) aesthetic needs. The quality of work 

enables a positive mood for the employee, being able to transfer this feeling to his personal life. 

This transfer is known as the "spillover effect", generating satisfaction in other aspects of the 

employee's life, such as family, leisure, social, health, and financial, among others. The author 

defines that "a happy employee is a productive, dedicated and loyal employee” (Ko, 2021). 

 

3. DATA AND METHODS 

This study develops a systematic literature review focused on the determinants of quality and 

sustainability of work, based on the guidelines presented by Kitchenham, et al. (2009). The 

study involved three main steps, namely: (i) planning the review; (ii) conducting the article 

selection and the review and (iii) reporting the review. The systematic literature review is a 

rigorous methodology, capable of identifying, evaluating, and interpreting empirical studies on 

a particular topic, research question, or something of interest (Kitchenhamet al., 2009). 

“Systematic reviews are based on clear questions, using systematic and explicit methods with 

the aim of identifying, selecting and critically evaluating relevant research” (Lima et al., 2018). 

The steps of the methodology for carrying out the systematic review of the literature, according 

to the authors Kitchenham, et al. (2009), are described in the following paragraphs. 

 

3.1. Planning the systematic literature review 

The variables that affect the quality of work, and that have a key role in the productivity and 

well-being of individuals, have been researched and studied for decades. However, this subject 

has gained high relevance due to the increasing use and modification in the work format in 

recent years, determined by the adoption of digital technologies, and stemmed by the pandemics 

in 2019-2020, that forced many to remote work contexts. As such, the purpose of this study was 

to conduct a review of the literature on the most recent studies on this theme. The review of the 

literature was guided by the underlying question:  What are the variables/factors of quality of 

life at work that affect the productivity and sustainability of remote workers? The review 

addressed studies published between 2018 and 2021 and indexed in the Scopus database. The 

queries used the terms "quality of work", in the in abstract or title, leading to preliminary access 

to 1,041 journals, as shown in Graph 1. 
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Graph 1: Publications using the term “quality of work” from 2018 to 2021 

 

The objective of this study was to investigate the quality of work in the new scenario of work 

organization, in order to obtain a more up-to-date understanding of the well-being of remote 

workers and their productivity. 

 

3.2. Conducting the systematic literature review 

The analysis of the selected articles and the coding and classification of the topics addressed 

was initially supported by the model of sustainable work developed by Eurofound (2021) that 

proposed the aggregation of determinants of quality and sustainable work along seven 

dimensions, namely: (i) physical environment; (ii) work intensity; (iii) quality of working time; 

(iv) social environment; (v) abilities and description; (vi) perspective and (vii) earnings. Figure 

1 illustrates these seven dimensions, along with the indicators associated to them. 
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Figure 1: The seven dimensions of work quality and their indicators (adapted from Eurofound 

2021) 

  

3.3. Reporting the systematic review of the literature 

The systematic literature review development process was carried out following the the 

PRISMA methodology was used, following the following steps for the process of delimiting 

the final sample of articles to analyze Identification, Screening, Eligibility and Inclusion (Page 

at al. 2021). The process flow of the delimitation of relevant articles is depicted in Figure 2, 

with the description of the exclusion criteria and the framing used to select the final 55 articles. 
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Figure 2 : Flowchart for the process of article selection, using PRISMA Method 

 

The screening stage was subdivided into three stages: in the first stage, only manuscripts from 

the areas of "business, management and accounting" were selected, corresponding to 173 

journals and "engineering", corresponding to 132 journals, resulting in 307 manuscripts; in the 

second stage, publications that do not have free access in the literature were excluded, obtaining 

the exclusion of 88 publications that are not available, regarding their access to the content of 

their publication. In which, it resulted in 219 manuscripts for the analysis of the next stage, with 

130 publications in the area of “business, management and accounting”, and 89 publications in 

the area “engineering”; in the third stage, manuscripts that did not present the subject addressed 
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in the present work in the title and abstract were excluded, as well as those that did not adapt to 

the inclusion criteria of this study, reaching an exclusion of more 137 publications, resulting in 

82 publications, being 53 publications in the area of “business, management and accounting”, 

and 29 publications in the area of “engineering”. After carrying out the analysis and filtering 

corresponding to this stage, the result was 82 publications remaining for the analysis of the next 

stage. In the third stage, after a complete reading of the manuscripts remaining from the 

previous stages, publications that were not considered adequate to the eligibility evaluation 

criteria were excluded. In which, it resulted in 28 publications for a review and analysis of its 

content, in order to obtain a robust theoretical basis for the development of the present work. 

The assessment criteria for each article is further illustrated in Table 1. 

 

Article asessement questions  

1 
Does the article include a definition of work 

quality and/or sustainability? 

2 
Does the article identify/list factors that affect 

the quality  and/or sustainability of work? 

Table 1: Article assessment criteria 

 

4. STUDY RESULTS AND CONTRIBUTION 

The systematic review of the literature shows that the variables related to quality of life at work, 

retained by the researchers as a construct for the productivity of teleworkers, go beyond the 

dimensions proposed by Eurofound in 2021, in which the research was substantiated. A total of 

70 variables were identified in the article analysis stage. These were classified into five 

categories, named as follows: (i) Organizational factors; (ii) Work-related factors; (iii) 

Environmental and ergonomic factors; (iv) Individual factors and (v) Psychological factors. 

Organizational factors refer to how workers perceive the organization and how it relates to its 

employees. This category has 20 variables. Work-related factors present elements related to the 

tasks performed and relative procedures and norms - 19 variables in the “work-related factors” 

category. Environmental and ergonomic factors refer to internal conditions (work environment) 

and external conditions (balance between personal and professional life), as well as factors that 

affect the teleworker's ergonomics in the new work environment. In this category, 11 variables 

are presented. The individual factors are associated with 9 variables, more related to personal 

conditions such as commitment at work; presence of a child at home; schedule flexibility, 

among others. Finally psychological factors present 11 variables related to stress, exhaustion 

and related. Figure 3 summarizes the main results related to the variables that affect the quality 

of life at work when performing remote work. 
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Figure 3: Variables affecting work quality and sustainability 

 

5. CONCLUSION  

In this article, we sought to show the concepts related to remote work, exposing its relevance 

following the pandemics but also the increased adoption of technologies in work, for which 

there’s no turning back, With the adaptation to the "new normal", new digital technologies were 

introduced, thus affecting organizational performance and worker productivity. In view of what 

was exposed in this article, it was noted that human well-being in carrying out remote work is 

a relevant factor to measure worker productivity. Therefore, the human factor, involving worker 

satisfaction, safety, health, and comfort, is a significant contribution to the current literature on 

the topic addressed. The research has implications for the management of organizational human 

resources, contributing to the practices of HR managers, as well as to the literature, in which it 

provides insights regarding the effects of quality of life at work, presenting several variables 

responsible for teleworker productivity performance. The study suggests that employers are 

aware of the importance of quality of work-life and work-life balance in order to achieve 

organizational and personal effectiveness. It is expected that the present study will contribute 

to the well-being of society, helping to implement a balance between professional and personal 

life. The research also contributes to society, because it helps to balance personal and 

professional life, presenting the difficulties faced in carrying out home office work. 
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ABSTRACT 

 One of the biggest challenges of the 21st century is the need to develop a sustainable society, 

capable of solving the environmental, social, and psychological problems caused by the growth 

of the global century. Factors such as the increase in world population over the past two 

centuries and the interference of industrialization on a global scale have transformed the 

relationship between humanity and the environment. As a result, the increase in access to goods 

and services led to changes in consumption habits, accelerating the growth of productive 

structures and generating an increase in demand for natural resources in order to meet new 

needs, especially in the technological area. This article aims to present the perception of 20 

Brazilian specialists from the academic, governmental, third sector, and private sector areas, 

in exploratory research, to identify which bottlenecks make it difficult to comply with the 

guidelines and goals of Sustainable Development, protected worldwide, followed to the 

management of urban solid waste, towards a Circular Economy. A questionnaire with questions 

elaborated based on the literature review was used. For the treatment of primary data, the 

content analysis method was used. The justification and relevance are given by the need to 

accelerate the implementation of measures, based on the following question: What obstacles 

hinder the implementation of a sustainable model of Urban Solid Waste Management based on 

the concepts of the Circular Economy? The analysis and discussion of the results point to the 

need for actions to motivate the population regarding the fulfilment of the sustainable 

development goals, in particular SDG 11 (make cities and human settlements inclusive, safe, 

resilient, and sustainable) and SDG 12 (ensure environmentally correct production and 

consumption standards), but it is a fact that the 17 SDGs are interconnected since good waste 

management depends on a dignified quality of life for all citizens in order to provide conditions 

for everyone to collaborate in the pursuit of a circular economy. With the results pointed out 

by the experts, it is expected to contribute to society, companies, researchers, and managers in 

the adoption or maintenance of urban solid waste management for the success and continuous 

improvement of existing processes and those in development, using the concepts of Circular 

Economy towards the Sustainable development. 

Keywords: Circular Economy, Sustainable Development, Waste Management, Integrated Solid 

Waste Management, and Waste Management Technologies 
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1. INTRODUCTION 

The Circular economic model not only aims to reduce the negative impacts caused by the Linear 

Economy according to the published studies, but also aims at a long-term systemic change that 

can generate economic and business opportunities, providing social and environmental benefits 

and, for this reason, it goes beyond simple sustainable development actions and initiatives, 

focusing on a more complex and broader vision, from the redesign of processes and products 

(from their origin), creation of new business models to the optimization of the use of resources 

(MARIA; BESSA; ESQUIVEL, 2019). Law 12,305 published in 2010 refers to the National 

Solid Waste Policy (NSWP) in Brazil defines that Solid Waste Management is the set of actions 

carried out, directly or indirectly, in the stages of collection, transport, transhipment, treatment 

and environmentally appropriate final disposal of solid waste and environmentally adequate 

final disposal of waste in accordance with the municipal integrated solid waste management 

plan or solid waste management plan. Next, it also conceptualizes Integrated Management as a 

set of actions aimed at finding solutions for solid waste, in order to consider the political, 

economic, environmental, cultural and social dimensions, with social control and under the 

premise of sustainable development (BRASIL, 2010). Recycling is seen as an end-of-line 

solution trying to limit the impacts of the linear model (extraction, production, consumption, 

and disposal). Consequently, waste prevention, recovery, reuse and remanufacturing have not 

received the attention and incentives they should according to their place in the waste 

management hierarchy. In addition, the difficulty in investing in waste production prevention 

policies is related to lifestyle changes, with what this implies for both producers and consumers 

(LEMOS, 2018). The Circular Economy (CE) is considered a fundamental economic model to 

face the challenge of sustainable development, and, for this reason, worldwide efforts are 

focused on transforming waste into resources that can be reintroduced into the economic system 

through proper management (AVILÉS -PALACIOS; RODRÍGUEZ-OLALLA, 2021; 

SHARMA et al., 2021). According to Batista (2019), in order to manage the disposal of solid 

waste in a sustainable way, it is necessary to understand the concepts of digital transformation 

and manufacturing 4.0 applied to the management of municipal solid waste. This article aims 

to present the perception of 20 Brazilian specialists from the academic, governmental, third 

sector and private sector areas, in exploratory research, to identify which bottlenecks make it 

difficult to comply with the guidelines and goals of Sustainable Development, established 

worldwide, aimed at the management of urban solid waste, towards a Circular Economy. The 

justification and relevance are given by the need to accelerate the implementation of measures, 

based on the following question: What barriers hinder the implementation of a sustainable 

model of Urban Solid Waste Management (USWM) based on Circular Economy concepts? The 

analysis and discussion of the results point to the need for actions to motivate the population 

regarding the fulfilment of the sustainable development goals, in particular SDG 11 (make cities 

and human settlements inclusive, safe, resilient and sustainable) and SDG 12 (ensure 

sustainable production and consumption patterns). 

 

2. PRESENTATION OF THE THEORY 

2.1. Sustainable development 

Most authors define sustainability as the process of reaching a level of development capable of 

meeting the needs of the current generation, without compromising the ability to meet the needs 

of future generations, preserving nature's resources in a balanced way, since they are finite. This 

concept, even written in a simplified way, forces human beings to rethink the world economic 

paradigm in order to propose better ways to promote sustainable development (SOLIANI; 

KUMSCHLIES; SCHALCH, 2019). It is worth mentioning that the reduction, reuse, collection 

and recovery of recyclable materials are sustainable behaviours and people's awareness of them 

plays an important role in the implementation of strategies and policies in this field.  
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Thus, a quantitative analysis carried out on a group of students from the Polytechnic University 

of Timisoara (Romania) aimed to find answers to important environmental concerns and to 

observe the behaviour of students regarding the reuse and selective collection of waste resulting 

from various recyclable materials (GHERHEŞ; FĂRCAŞIU ; PARA, 2022). Faced with the 

current reality, Environmental Education (EE) is the tool that aims to mitigate, contain and even 

reverse this process of environmental degradation, which is determined by habits that are not 

conscious of the population as a whole, always raising awareness and transmitting information 

on how is the correct way to proceed in the face of these factors, the EE endeavour is 

characterized by warning about the damage already caused to the environment in which we 

live, which we are part of and depend on to survive (DE QUEIROZ, 2013; MATEUS et al., 

2020; NUNES, 2021; NUNES; LUCAS, 2014; QUINTA; MONTEIRO; RIBEIRO, 2019). 

Thus, according to the historical approach to MSW management, there is a growing increase in 

the production of solid waste in societies and research shows that economic interests, most of 

the time, stand out in relation to the interest of environmental preservation. The waste 

management hierarchy is a key part of waste management policy worldwide. In the European 

Union, this hierarchy was enshrined in several strategic documents and was reflected in the 

fourth article of Directive 2008/98/EC of the European Parliament and of the Council, 

transposed into national law by Decree-Law nº 73/2011 of 06/17 (LEMOS, 2018; PAES; 

BELLEZONI, 2021). 

 

2.2. Waste management 

The National Solid Waste Policy (NSWP) provides for principles, objectives, instruments, and 

guidelines related to the integrated management of solid waste. In addition, the Law establishes 

the shared responsibility of waste generators in the Reverse Logistics of waste and post-

consumer packaging and provides important tools within the national, regional, state and 

municipal spheres for the preparation of waste management plans and establishes goals that 

will help eradicate “dumps”, in addition to including collectors of recyclable materials in 

selective collection and reverse logistics (MAZETO; ABREU, 2014). The concept of Integrated 

Urban Solid Waste Management (MSW) seeks to find a balance between three dimensions of 

waste management: environmental effectiveness, social acceptability, and economic 

accessibility. They incorporate the perspectives and needs of the interested parties, the local 

context and the ideal combination of adequate prevention, reduction, recovery, and disposal 

methods available (MARSHALL; FARAHBAKHSH, 2013). The Brazilian MSW policy is 

based on the concepts of external control which favour the adoption of the division of 

responsibilities in order to break down the tasks assigned to each of the key actors necessary 

for waste control to take place efficiently. In this way, the implementation of waste management 

plans involves responsibilities of public management and the private sector, operating directly 

by the public authorities, in a consortium between 2 or more public entities or by delegation to 

the private sector, the latter being the most usual (DA SILVA; FUGII; SANTOYO, 2017; 

PAES; BELLEZONI, 2021). It is a fact that sorting and recycling associations are fundamental 

for strengthening selective collection, which is why joint articulations between municipalities 

are necessary for a regional development process, demanding relationships that go beyond 

municipal territories. In this way, it is necessary for government officials to be aware of the 

possibilities of implementing a regional waste landfill, a regional composting plant, or even a 

regionalized solidary selective collection, in order to meet the technical requirements, as well 

as the continued management by people qualified to do so, according to their professional skills 

(ALONSO-ALMEIDA; RODRÍGUEZ-ANTÓN, 2020; BERTICELLI et al., 2020). In Brazil, 

the NSWP recognizes the activity of recyclable material collectors, including in its objectives 

and encouraging the creation and development of cooperatives or other types of associations 

with the purpose of promoting social inclusion and economic improvement for these workers, 
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recognizing them as key actors for USWM. For this reason, government bodies should assess 

the environmental impacts of different types of full-life-cycle waste disposal and establish 

sustainable household waste recycling systems under the guidance of academic research (SHI; 

ZHOU; ZHANG, 2021). It is important to emphasize that the use of different models can 

contribute to the process of universalizing selective collection in the area, in order to meet the 

demands of the population more efficiently according to the characteristics of each region. 

However, aiming at the universalization of selective collection in a scenario of greater 

empowerment of cooperatives and associations of collectors, driven by the National Solid 

Waste Policy, the expansion of inclusive selective collection in potential areas presents itself as 

a very interesting alternative, not only by optimizing the recycling of discarded materials, but 

also by raising awareness among the population made by the collectors, resulting in greater 

adherence of the population to the service provided (LYN et al., 2015). Thus, the main activity 

carried out by the Organizations of Collectors is to insert materials in the productive cycle, 

promoting a circular economy, however, due to the financial dependence on the public sector 

as the main economic source and the difficulties of self-management, these organizations do 

not reach a competitive position in the recycling market (ROMEIRO, 2021; TONG; HUYNH; 

KHONG, 2021). 

 

2.3. Circular Economy 

According to Korhonen (2018), the circular economy limits the flow of production to a level 

that nature tolerates and uses ecosystem cycles in economic cycles, respecting their natural 

reproduction rates. This concept originates from several schools and lines of thought which 

underlie discussions on Sustainable Development, one of which is Life Cycle Management. In 

addition, CE transforms goods that are at the end of their useful life into resources for others, 

minimizing waste (STAHEL, 2016). The results of the study by Tiossi and Simon (2021) 

showed that Sustainability and Circular Economy have in common the objective of addressing 

environmental, economic, and social problems, emerging as a new support strategy for 

sustainable development in addition to being a tool capable of strengthen sustainable practices 

and help companies achieve the globally proposed sustainable development goals. The concept 

of circular economy is a general approach to promote green growth in developing countries that 

allows overcoming global ecological problems and, as a result, achieving a sustainable state of 

the planet and saving lives on Earth (GUREVA; DEVIATKOVA, 2020; ELGIE; SINGH; 

TELESFORD, 2021). Achieving environmental sustainability and the transition from a linear 

economy to a circular economy largely depends on effective waste management and how waste 

is treated as a potential future resource (EZEAH; ROBERTS, 2012; HUYSMAN et al., 2017; 

RANJBARI et al., 2021).  Ferrari (2016) addresses the subject of international partnerships for 

the sustainable development of urban solid waste management in developing countries, having 

as object of study the Italian private initiative, responsible for the technical transfer of 

knowledge and experience and has the support of an international association , which plays the 

role of a cultural bridge to ensure the translation of innovative knowledge into local and viable 

solutions for Guinea-Bissau, West Africa (EZEUDU, 2019; FERRARI et al., 2016; 

FERRONATO, 2021. According to Batista (2019), in order to manage the disposal of solid 

waste in a sustainable way, it is necessary to understand the concepts of digital transformation 

and manufacturing 4.0 applied to the management of municipal solid waste. In this way, the 

automated execution of public services for the collection, transport, reduction of weight and 

volume of urban waste up to final disposal, can be structured based on the effectiveness of 

successful business models. Deka and Goswami (2018) highlight the real-time monitoring and 

management of the garbage collection system, thereby eliminating the need to collect semi-

empty trash cans. Thus, the received data can be effective in determining the minimum number 

of associated vehicles or compartments to be distributed. The authors Xue et al., (2019) point 
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to Internet and Communication Technologies (ICTs) in waste management as a form of a new 

collection model: smart collection with the comparative study of smart collection, 

organizational model and comparative advantages about informal collection. Application as a 

complement to the Municipal Solid Waste collection system and as an exclusive collection for 

high waste value items under the extended producer responsibility framework looked 

promising. 

 

3. METHODOLOGY 

The strategy for data collection was to send, via Google Forms, the research questionnaire, 

elaborated from the theoretical foundation, based on the critical themes that were pointed out 

by the authors as bottlenecks that are, in a way, impacting on the progress of solid waste 

management actions necessary for the sustainable development of the population, especially 

regarding the correct disposal and selective collection of this waste. These questionnaires were 

applied to a group of specialists in Rio de Janeiro/Brazil, with the aim of collecting primary 

data on the subject in order to use specialized knowledge in the area of USWM to raise gaps 

that could be filled with suggestions found in the literature. or arising from the experience of 

those surveyed. Table 1 presents the central themes defined, as well as the critical themes raised, 

the questions formulated from the literature review and the related theoretical framework. 

 
SUSTAINABLE DEVELOPMENT 

Critical Themes Questions formulated from the literature review 

Sustainability 1- What can be done immediately to make the environmental education programs 

offered more comprehensive in order to accelerate the process of popular awareness 

regarding the subject in dispute? 

Urban Solid Waste and 

Environmental Impacts 

2- How can key actors who have decision-making power in the USWM processes 

contribute to contain the impacts of incorrect MSW disposal? 

Participatory methodologies 3- What is the best way to encourage the participation of private companies in the 

USWM with a view to transitioning to an EC? 

MSW MANAGEMENT 

Policies of USWM 4- What contributions can USWM specialists give to government entities in order 

to reduce difficulties in complying with established policies? 

Integrated MSW 

management 

5- What is the best way to use the specialists' knowledge to expand the integrated 

MSW management initiatives? 

Selective Collection, 

economic development and 

social inclusion 

6- In order for materials to effectively reach the recycling chain, would it be feasible 

to formally include recycling cooperatives in municipal USWM processes, 

considering the role they play in returning Urban Solid Waste to industry? 

Difficulties in MSW 

management 

7- What would be the proposal to mitigate the structural problems faced for the 

correct treatment of waste? 

Sustainable models 8- What steps can be taken at the public and private level to scale up investments 

in technologies to improve the efficiency of the USWM? 

CIRCULAR ECONOMY 

Transition to the CE 9- What is the strategy to promote the Circular Economy theme among the key 

actors involved in the USWM process and accelerate the transition? 

Sustainable initiatives 10- What would be the ways to expand cooperation between countries, states and 

municipalities in order to achieve the USWM global goals? 

Table 1: Assembly of the research instrument 

(Source: prepared by the authors (2023)) 

 

After formulating the questions, a representative sample of specialists who directly participate 

in the Waste Management chain or who have influence on decisions relating to matters related 

to the management of urban solid waste at the various government levels was selected, 

according to the content found in own literature review. Table 2 presents the list of specialists, 

covering the most important areas of activity for this study. 
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LIST OF EXPERTS FOR APPLICATION OF THE RESEARCH QUESTIONNAIRE 

Occupation 

area 

Participant No. 

Academic Professor of the environmental area for research participation and Researcher of the 

environmental area 

9 

Governmental Public cleaning company representative; Representative of the Legislative Power and 

  Representative of an environmental/sanitary control body. 

4 

Third sector Recycling cooperative representative and representative of environmental protection 

NGOs. 

5 

Private 

initiative 

Waste Management Company Representative and Recycling Industry Representative. 2 

TOTAL 20 

Table 2: List of Proposed Specialists 

(Source: prepared by the authors (2023)) 

 

According to (Lakatos (2008), the pre-test allows the researcher to observe reactions and 

difficulties in understanding the respondent, as well as highlighting important elements in 

relation to the questionnaire: reliability, validity, and operability. After the application of the 

pre-test, a questionnaire with 6 questions was obtained, which were sent to the specialists 

through the google form. Finally, to treat the primary data, which were collected from the 

responses to the questionnaire, the Content Analysis method was used. One of the most 

common approaches to analyzing qualitative data is through content analysis, which essentially 

deals with making inferences about data (usually text), systematically and objectively 

identifying special characteristics among them. In the present research, the content analysis 

started by extracting context units anchored in the questions of each round. Then, the response 

registration units were extracted and, finally, the design of categories. Figure 1 illustrates the 

complete process for collecting primary data, from the formulation of the questionnaire, pre-

test, application and return of responses. 

 

4. ANALYSIS AND DISCUSSION OF RESULTS 

As presented in the methodology, the questionnaires were sent as a tool to obtain the 

contribution of specialists in USWM from different areas of activity in the state of Rio de 

Janeiro/Brazil, collected from the forms sent by google forms. Of the 20 specialists invited to 

whom the questionnaires were sent, 10 completed questionnaires were returned, randomly filled 

out according to the availability and interest of the respondents, after telephone contacts were 

made and emails were sent, reaching a return rate of 50% , considered an acceptable average 

for the return of applied questionnaires, since studies indicate that an optimal number of 

respondents should not be less than 10 and, in most cases, panels have at most a few dozen 

experts. Thus, it can be ensured that the return rate of the instrument used in data collection 

supported the analysis of the results of this research, as it was based on the structured use of the 

knowledge and experience of a pre-selected group of participants, all specialists with broad 

knowledge on the subject in question and vast experience in their areas of expertise. Table 3 

describes the 6 (six) unified answers, extracted from the 10 (ten) questionnaires answered by 

the participants, as well as the comparative discussions with the authors surveyed in the 

literature review. 

 

 

 

 

Table following on the next page 
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Critical Themes Recording units 

Sustainability 

1- What can be done immediately to 

make the environmental education 

programs offered more comprehensive 
in order to accelerate the process of 

public awareness of the USWM? 

1- Disseminate in the mass media the environmental education programs contained in the 

approved waste management plans. 

2- Expand the implementation of environmental education actions/programs proposed in the 
approved plans and monitor the results achieved. 

3- Promote training to potential information multipliers (representatives of residents' associations, 

condominium cleaning teams; representatives of basic education institutions; merchants with 
large waste generation). 

4 Publicize the solutions available for the operation of waste in each location in the mass media. 

 
5- Include the subject of environmental education in all basic education curricula. 

Integrated management of urban solid waste 

2- What is the best way to use the 

knowledge of an expert to expand 
integrated MSW management 

initiatives? 

1- Provide necessary training and autonomy for waste managers to work in multidisciplinary 

areas. 
2- Recruit interested waste managers to apply paid instruction in environmental education 

projects contained in approved waste management plans. 

3- Efficiently monitor the environmental education projects included in the approved waste 
management plans. 

4- Train specialists working in recycling cooperatives, including them as instructors in 

environmental education programs. 
5- Use the knowledge of waste managers to create interactive platforms, aiming to bring the 

public of all ages closer to approved environmental education programs. 

Selective Collection, economic development, and social inclusion 

3- In order for materials to effectively 

reach the recycling chain, how could 

recycling cooperatives be formally 
included in municipal USWM 

processes, given the role they play in 

returning Urban Solid Waste to 
industry? 

1- Effectively regularize the integration between recycling cooperatives and industry. 

2- Carry out a gravimetric study of waste in places not served by selective collection programs. 

3- Regulate the hiring of labour from cooperatives. 
4- Regularize the fiscal and corporate status of cooperatives. 

5- Prepare public notices for contracting services provided by cooperatives. 

Sustainable initiatives 

4- What would be the ways to expand 

cooperation between countries, states 
and municipalities in order to achieve 

the USWM global goals? 

1- Prepare technical cooperation notices that result in benefits and/or tax incentives for 

participating entities; 
2- Promote events aimed at transferring technologies in waste management.  

3- Promote exchanges of courses in USWM with academic institutions from the most developed 

countries in environmental issues; 
4- Promote exchanges of good practices in conscious consumption and waste management, 

disseminating in the mass media. 

5- Expand cooperation agreements between government entities and companies aimed at 
improving waste management actions. 

Sustainable models 

5- What steps could be taken at the 

public and private level to scale up 
investments in technologies to improve 

the efficiency of the USWM? 

1- Provide for tax compensation upon proof of investment in technologies for the proper disposal 

of waste. 
2- Increase investment in computerized waste management systems. 

3- Form/expand partnerships with companies for investment in educational institutions for the 

development of technologies in waste management. 
4- Identify the right technologies for each situation. 

5- Regulate the use of these technologies in waste management with appropriate sanctions in case 

of non-compliance. 
6- Promote competition for practical and viable solutions. 

 

 

Participatory methodologies 

6- What is the best way to encourage 

participation by private companies in 

the USWM with a view to transitioning 

to a CE? 

1- Disseminate the environmental management rules set out in the MSW Management Plans; 

2- Demand more vigorously the fulfilment of the environmental targets imposed on companies. 

3- Expand tax benefits and incentives for companies that contribute to a circular economy. 

4- Implement/expand the circularization process of the production chain of waste generating 

companies. 

5- Establish performance indicators to measure the efficiency of waste management by 
companies. 

Table 3: Final version of the questionnaire and main recording units pointed out by the 

specialists. 

(Source: prepared by the authors (2023)) 

 

Based on the results presented in this research, some suggestions can be observed in the 

registration units that can be used by public and private managers, as well as the legal provisions 

and the necessary actions for waste management pointed out by the specialists who answered 

the questionnaire.  
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It should be noted that compliance with the sustainable development goals, in particular SDG 

11 (make cities and human settlements inclusive, safe, resilient and sustainable) and SDG 12 

(ensure sustainable production and consumption patterns) is the best way to resolve obstacles 

that hinder the implementation of a sustainable model of Urban Solid Waste Management based 

on Circular Economy concepts. 

 

5. CONCLUSION 

From the results found, the necessary content was obtained to support the 3 main subjects 

addressed in this research, which were: Sustainable Development, Waste Management and 

Circular Economy. The results contribute to academic research for the content that can be used 

as a basis for future studies, aiming to achieve, more quickly, the global goals of Sustainable 

Development. For this it is necessary, according to the specialists who participated in this 

research, to join efforts so that the societies that have developed the most in the scope of USWM 

can help the less favoured ones, both with the transfer of knowledge acquired through the 

experiences, as well as with the celebration of formal cooperation agreements, aiming at a 

greater objective that is the sustainable development towards a CE in a globalized way. The 

analysis and discussion of the results sought to motivate society regarding the fulfilment of the 

sustainable development objectives. It is a fact that the 17 SDGs are interconnected, and that 

good solid waste management depends on a dignified quality of life for all citizens in order to 

provide conditions for everyone to collaborate in the search for a CE. Therefore, it is expected 

that this work will contribute to society, companies, researchers and managers in the adoption 

or maintenance of urban solid waste management for the success and continuous improvement 

of existing and ongoing processes, using the concepts of Circular Economy towards the 

Sustainable development. 

 

5.1. Suggestions for Future Work 

For future studies, it is suggested that the results of actions proposed by this research be 

collected and analyzed, so that it is possible to expand USWM actions among locations not 

reached by existing programs and to improve current initiatives.  

 

Here are some suggestive topics for the development of new research: 

• % of men and women in recycling X employment need. 

• Is the format of the residue linked to income? 

• What is the % of single mothers who support their children by recycling? 

• Poverty as the main driver of recycling. 
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ABSTRACT 

This work has as its theme the influence of the most relevant locational factors in the process 

of territorial settlement of educational institutions. Its relevance is perceived through the 

conception that the locational process of structures properly accomplished is capable of 

mitigating diverse risks, ranging from issues related to people's comfort to, even, institutional 

security. As a problem, the questioning about which are the most relevant locational factors 

that should be considered in the process of territorial settlement of educational institutions 

stands out. The objective of this study is to identify the main locational factors to be considered 

in the process of territorial allocation of educational institutions. To this end, a qualitative 

approach of a basic nature and exploratory objective was used as a methodology, employing a 

bibliographical and documental review as a procedure. The limitation of this work was that it 

did not consider locational factors fragmented by geographic regions, and this refinement 

could be the subject of future studies. As the main result obtained by this research were 

identified the 9 main locational factors capable of influencing the territorial settlement process 

of educational institutions: accessibility condition; infrastructural conditions for 

implementation; relationship between demand and the concentration/offering of the service or 

stuff; disasters risks; comfort index; provision of basic infrastructure; security conditions; 

gross domestic product per capita; distance from headquarters. Among the practical 

implications of this work, the contribution to the deepening of existing knowledge about the 

locational factors that affect the territorial location of educational institutions stands out, as 

well as the possibility of associating the 9 main locational factors identified by this study with 

the decision support models in order to enable a greater degree of efficiency in the territorial 

dispersion process of institutions of an educational nature. 

Keywords: Territorial Settlement, Location Criteria, Locational Factors, Educational 

Institutions 

 

1. INTRODUCTION   

On locational issues that correlate with the scope of educational institutions, Al-Sabbagh (2020) 

states that a non-ideal geographic distribution of these organizations can make it difficult for 

populations to access school locations, promoting an increase in school dropout and evasion 

rates , while an adequate spatial dispersion of educational units is capable of boosting the 
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improvement of the educational process itself. Suggests Sakti et al (2022) that the establishment 

of an educational unit in a location that has ideal conditions for the execution of the activities 

to be practiced by that institution also facilitates the achievement of education goals. In this 

sense, in order to achieve success in this process, according to Phongpipattanapan and 

Dasananda (2013), an analysis is necessary that does not fail to cover, among other points, 

issues related to the demography and spatial distribution of the local population. 

Complementing the idea of the importance of analyzing demographic and spatial issues for the 

process of allocating educational institutions, Araya et al (2012) suggest that it does not make 

sense to install such units in regions with low demand for the educational service to be offered, 

nor in locations where, even if the demand is present, there is already a robust offer for that 

product, in order to avoid incurring in the underutilization of the educational unit due to 

insufficient demand or excessive regional supply, negatively impacting the relationship 

between the volume of capital applied and the degree of benefit returned to populations. 

 

2.  METHODOLOGY 

This study used a research with a qualitative approach and of a basic nature. In attention to the 

objectives, there is, in this study, a general predominance of an exploratory profile, while, 

procedurally, bibliographical and documental research were adopted in relation to data 

collection. This procedural apparatus for data collection was carried out through a systematic 

scan of the Scopus base – bibliometric research –, by works concentrated on 2 specific themes: 

i - decision support models applied to the territorial settlement of teaching institutions; ii - 

locational factors applied to the territorial settlement of diverse structures, added to a 

complementary, non-systematized search, on the same scopus base, on the subject locational 

factors applied to the territorial settlement of diverse structures. Associated with the reported 

procedures, still in order to collect data that supported the identification of the locational factors 

reported in this study, a survey of the locational factors arranged in the Simulation for 

Reorganization of the units of the Brazilian Federal Network of Professional, Scientific and 

Technological Education was carried out. 

 

3.THEORICAL FOUNDATION 

In order to contribute to the settlement of educational institutions in suitable locations for the 

execution of their activities, a systematic review of the literature was carried out on the most 

relevant locational factors to be considered in the process of choosing the location of 

educational establishments, categorized, as shown in table 1, under the 3 fundamental pillars of 

sustainability. 

 

Locational Factors Adhering Pillars of Sustainability 

Accessibility Conditions Social and Economic 

Infrastructural Conditions for Implementation Environmental, Social and Economic 

Supply/Demand Ratio of a Service or Good Environmental, Social and Economic 

Disaster Risk Environmental, Social and Economic 

Comfort Index Social and Economic 

Provision of basic Infrastructure Environmental, Social and Economic 

Security Condition Social and Economic 

Gross Domestic Product Per Capita Environmental, Social and Economic 

Distance from the Administrative 

Headquarters 

Environmental, Social and Economic 

Table 1: Relationship between the 9 locational factors identified in this study and their 

adherence to the fundamental pillars of sustainability 

(Source: Prepared by the authors themselves) 
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3.1. Accessibility Conditions 

The planning of new installations, especially public ones, must include the study of the ideal 

locations where such establishments will be settled, this process being a key factor for 

sustainable urban planning. To this end, accessibility emerges as a relevant locational factor 

among the most varied forms of establishments (Elsheikh, 2022). In light of authors such as 

Strutynskaet al (2018), Al-Sabbagh (2020); Alhothaliet al (2022) and Ferrari et al (2022), the 

availability of structured and diversified passenger transport networks and lines with high 

capillarity is capable of helping to guarantee highly efficient accessibility to populations. The 

central idea would be that the availability of these transport structures, mainly public ones, 

would be able to increase the ability to come and go of local and regional populations, ensuring 

that they do not fail to enjoy certain services and goods due to incapacity or difficulty in 

Locomotion. A relevant factor is also the structural and operational conditions of the sets of 

roads that make up the closest regions. In this sense, for example, aspects such as the 

dimensions and state of conservation of the roads, their general traffic conditions, the type of 

road, the existence or not of duplicate roads, will facilitate or hinder access to those places (Al-

Sabbagh, 2020; Alhothaliet al, 2022; Elsheikh, 2022). Intrinsically linked to road conditions 

and the capacity of the transport offer is the duration of trips. Lin and Xu (2022) understand the 

duration of trips, that is, the time spent in moving populations to certain locations, as well as 

the distance between them, as relevant obstacles to accessibility to a given region. (Alhothaliet 

al, 2022). In continuity, it is stated by Al-Sabbagh (2020) that adequate spatial distribution 

favors efficient accessibility, producing shorter travel times and thus boosting results in the 

educational process. For the aforementioned author, highly efficient accessibility is the main 

factor in choosing to enroll a student among schools with similar teaching capacity, with 

distance and travel time between the student's home and the school unit being the preponderant 

elements. Therefore, it is possible to infer that accessibility is one of the main locational factors, 

if not the most relevant in numerous scenarios, for the establishment of the most diversified 

human organizations, being composed not only of aspects related to the physical distance 

between the user and the organization and the time of displacement between them, as well as 

less obvious parameters, such as the availability of a people transport system and the structural 

and operational conditions of the sets of roads that cross the regions of greater geographic 

proximity. 

 

3.2. Infrastructural Conditions for Implementation 

The selection of a land for the settlement of buildings must consider restrictions of multiple 

nature, encompassing geophysical, environmental and cultural aspects (Delivand et al, 2015). 

According to Delivandet al (2015) and Ferrari et al (2020), land with excessively steep 

conditions should be avoided. Their proportions should also be considered, since they are 

capable of intensely affecting the activities carried out there, whether in defining their 

usefulness or establishing their price, or even as a guarantee tool for banks to access credit, the 

size of the land exerts a direct influence on the most varied human activities (Abebeet al, 2022; 

Bulut and Celik, 2022; Li, Li and Nutapong, 2022; Maffezzoli, Ardolino and Bacchetti, 2022; 

Worlanyo, Alhassan and Jiangfeng, 2022; Zurek, 2022). A sub-factor to be observed, also 

linked to the proportions of the land, is whether the size of the site is able to support a parking 

capacity compatible with the number of people who will frequent the site (Alhothail, 2022). 

Equally relevant to this process are the economic value of the land available, the costs related 

to works, renovations and building maintenance, the amounts to be used in the acquisition of 

certain equipment that are necessary for the implementation of the establishment, or even the 

amounts to be made available to property lease title or acquisition of the land itself (Saktiet al, 

2022; Strutynskaet al, 2018).  
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Therefore, the particularities of each region will demand a specific infrastructural framework 

to house educational institutions, requiring careful evaluation in this regard during the 

locational process. 

 

3.3. Supply/Demand Ratio of a Service or Good 

The relationship between demand and concentration of services in a given location is yet 

another locational factor to be evaluated in the process of choosing locations for the settlement 

of educational institutions. When seeking an adequate geographical distribution of 

establishments of the same nature in a given territory, it is of great importance to assess the 

relationship between the local demand for the provision of the service offered and the 

concentration of providers of that service already existing in those locations, in order to avoid 

competition between the structures and the possible occurrence of a disordered geographic 

coverage (Alhothaliet al, 2022; Ebrahimiet al, 2022; Saktiet al, 2022). According to Ferrari et 

al (2022), the concept of demand point, used by this work, is connected to the idea of a place 

representing a certain group of people or things that require goods and services from the 

facilities. Armed with this understanding, it is plausible to assert that, by allocating an 

organization's facilities in the regions with the highest demand points, or at least in their 

vicinity, it is possible to minimize the travel time/distance between the demand points and the 

settled facilities (Alhothali et al, 2022). Ferrari et al (2022) even point out that the lower the 

costs and the time/distance to travel to the destination, the greater the demand will tend to be. 

However, demand tends to decrease as the distance – and its implications: cost and travel time 

– between the point of demand and the facility expands. For Saktiet al (2022), the main 

subfactor that feeds demand is the degree of population density existing in each region. Thus, 

the more densely populated a geographic region is, the greater its demand for products and 

services in general, including education, will tend to be. It is also indicated, however, that 

throughout the territorial allocation process of educational institutions, the relationship between 

the demand and the offer of the activities that will be developed by them in the region be 

considered, in order to enable balance to this dynamic (Al- Sabbagh, 2020; Saktie et al, 2022). 

With the purpose of promoting a regional proportionality in the relationship between the points 

of demand and supply, it is common to distribute educational units by coverage zone in order 

to meet the spatially distributed population demands, settling the establishments in such a way 

that they can attract steakholders from a set of nearby locations, establishing a geographical 

area covered by the power of attraction, influence or action of each of the settled units 

(Alhothaliet al, 2022). The geographic distribution by area of scope or coverage is abundantly 

used to determine the ideal territorial dispersion of school units, university campuses, police 

stations, vaccination centers, as in the cases portrayed, respectively, by the works of Al-

Sabbagh (2020), Morril and Beyers (1991), Elsheikh (2022) and Alhothali et al (2022). 

Therefore, the relationship between demand and supply works as a kind of marker to help in 

the decision of where to set up an educational institution , with scenarios where demand is 

higher than the service supply capacity in the region, favorable to the establishment of new 

facilities, while in locations with demand lower than such capacity, inadvisable to the 

establishment of new units (Al-Sabbagh, 2020; Saktiet al, 2022). 

 

3.4. Disaster Risk 

There are several works that raise various locational factors capable of influencing the choice 

of the ideal location for the settlement of the most different types of structures or organizations, 

however, there are almost no studies that include among these factors the risk for disasters, 

whether due to biological risk or multiple natural hazards (Sakti et al, 2022). According to Taet 

al (2022), the risk for technological disasters can also be added to the two subtypes of risks 

already presented, which encompass a range of events, such as, for example, catastrophes 
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caused by chemical products. In what Papavasileiouet al (2021) thinks, such risks bring with 

them not only aspects correlated to the actual occurrence of disasters, but also the feeling of 

psychological insecurity regarding the mere possibility of their occurrence, triggering feelings 

of fear, vulnerability and lack of of safety, which can, in turn, negatively influence the work 

performance of human beings. Evidence that the incidence of disasters actively impacts human 

activities, including educational ones, is the result provided through a study that evaluated the 

dynamics of enrollment rates in secondary schools in Malaysia, in the period from 1970 to 

2014, which concluded that the disasters that occurred in a given region, in general terms, 

negatively impacted enrollment rates in secondary schools in the locations where the disasters 

occurred (Kaur, Habibullah and Nagaratnam, 2018). Therefore, in a broad way, treating the risk 

of disasters as a whole, encompassing its three variants – biological risk, natural risk and 

technological risk –, it is obviously imperative to carry out a careful assessment of such hazards 

throughout the process of analysis for the territorial allocation of educational institutions. 

 

3.5. Comfort Index 

The concept of comfort has a close correlation with the idea of alleviating discomfort for not 

meeting basic human needs, as well as ensuring mental, physical and environmental well-being, 

emerging as influential factors for well-being, in this context, aspects such as a healthy, silent 

environment with adequate temperature (Freire et al , 2021; Xiao, 2022). In the light of deXiao 

(2022), it is suggested that there is a strong negative impact of atmospheric pollution on the 

governance capacity of institutions and on their human capital, reducing not only working 

hours, but also the productivity of employees, conceiving the hypothesis that organizations 

located in regions with severe air pollution tend to experience high problems in their managerial 

capacity. Regarding noise pollution, in developed and developing countries this type of 

pollution is one of the most relevant causes of reduced well-being of populations, negatively 

affecting their satisfaction with life (Yang, D. et al, 2022). Equally impacting the comfort index 

is the temperature of the environments, both indoors and outdoors. Excessively hot or cold 

spaces weaken people's health, deteriorating their sense of well-being and, consequently, their 

productive capacity (Alam, Sharma and Salve, 2022). On the subject, Abdallah (2022) 

postulates that thermal comfort in the premises of the buildings of educational institutions is a 

critical issue, since adequate temperatures for the comfort of students are necessary in order to 

encourage them to develop their daily study routines and interact with other members of the 

academic community. Therefore, in order to think of an index that is capable of measuring 

human comfort as close to its totality, according to Sakti (2022), one should not neglect aspects 

related, at least, the quality of the air to be breathed, the noise level to which it will be exposed 

for a prolonged period and the average temperature of the environments to be frequented. 

 

3.6. Provision of Basic Infrastructure 

According to Fisch-Romito (2021), access to infrastructure services is essential to meet basic 

human needs. Therefore, when selecting the territorial location in the settlement process of 

educational organizations, the convenience of choice should be guided by geographic and social 

factors, contemplating the provision of basic infrastructure present in each of the candidate 

regions (Strutynska et al, 2018). For Fish-Romito (2021) and Gai, Sir and Maulida (2022), the 

supply of electricity, water supply and availability of basic sanitation services are considered 

among the most basic infrastructure devices, as they meet the basic daily needs of societies. 

Permeated by a character of essentiality, the communication infrastructure, especially with 

regard to the internet and telephony, has a strong influence on economic and social aspects, 

being indispensable to the process of development of nations or regions, also establishing an 

intrinsic connection with basic infrastructural issues (Ighodaro, 2021). Equally composing the 

group of locational subfactors that are part of the subsidiary infrastructure, the local capacity to 
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provide regular access to fuels emerges, whether aiming to safeguard the locomotion capacity, 

through automotive fuels, or in order to enable the operation of certain commercial and 

industrial activities (Strutynskaet al, 2018; Maurya, P., Muthukumar, P. and Anandalakshmi, 

R., 2022). In summary, it can be concluded that thinking about locational factors for educational 

institutions without taking into account the diverse issues that involve the basic infrastructure 

of the different regions, whether those of a more essential nature or those with subsidiary 

characteristics, presents itself as an overly reckless situation. , because, as stated by Fisch-

Romito (2021), those are intended to meet the most elementary human needs. 

 

3.7. Security Condition 

According to Gai, Sir and Maulida (2022) security is one of the essential critical issues, which 

can act as a decisive factor in influencing the choice or not for a location in which to set up an 

establishment, since, as conceived by Hoffman and Shelby (2017), the feeling of insecurity 

tends to stimulate avoidance behavior. the latter, the sense of security itself, should also be 

considered in the design of spatial security conditions, and the analysis of security conditions 

should also be applied, as a priority, on a regional scale, to the detriment of an individual one 

(Berthold, Meyer and Dahlen, 2022). In order to address the issue of the relevance of the 

locational security factor, a study published by Hanchard (2020) sought to understand how data 

related to criminal statistics present in digital maps, such as Google Maps, influence people in 

their daily decision-making, resulting in the idea that the sense of security, generated by data 

such as crime rates present in digital maps, interfered with the experience of using spaces, 

having changed the way bodies feel. distributed in it, influencing different aspects of human 

life. In this sense, the result of the research published by Hanchard (2020), went beyond 

demonstrating that a sense of security is a highly important aspect for human beings, but that, 

in addition, the security condition is capable of interfering with man's disposition in space, 

influencing his decision-making, including with regard to locational issues. 

 

3.8. Gross Domestic Product Per Capita 

The allocation of developments in a region is not just a disconnected dynamic of a larger 

context, it is interconnected with the regional development process itself, possessing the 

capacity, depending on the nature of the establishments to be settled, of generating new 

opportunities for work, education and income to local populations. Therefore, obviously, this 

driving force originating from the installation of new organizations, especially educational 

ones, is endowed with higher social relevance in poor areas than in more affluent regions 

(Bojesen, Boerboom and Skov-Petersen, 2015; FERRARI et al, 2022). For this reason, Bojesen, 

Boerboom and Skov-Petersen (2015) and Ferrari et al (2022) suggest that searching, throughout 

the locational dynamics, for locations with a lower per capita GDP (gross domestic product) 

condition can benefit the development of those regions, providing a positive effect, for example, 

on job creation. However, complement Grizane and Jurgelane-Kaldava (2019), that robust 

organizations, such as universities, settled in a specific location influence not only their 

settlement region, but a multiple set of surrounding territorial entities. In this sense, the presence 

of educational institutions can lead to the locations of their allocation, as well as those 

surrounding them, an interconnected network to encourage local and regional development, 

which makes it obvious, of course, that the choice of such locations for allocations should also 

meet criteria that include demands linked to social responsibility. 

 

3.9. Distance from the Administrative Headquarters 

Corporations, according to De Beule et al (2022), seek various forms of structuring themselves 

and relationships with other organizations in order to optimize resources and, consequently, 

costs, with physical proximity emerging as a relevant factor in this process, in particular the 
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proximity between the parent company and its subsidiaries. Such geographic proximity is still 

able, for example, to provide management teams with access to a wider range of information 

sources, which tends to increase their monitoring capacity, in addition to reducing costs related 

to ensuring an adequate information flow (Firoozi, Magnan and Fortin, 2019).  

 

4. CONCLUSION 

Aspects of Geography are capable of broadly influencing the most varied spheres of human 

society, acting as constraints on human actions. In view of this, the selection of the geographic 

location for undertakings of the most diverse natures, in particular, in this case, that of 

educational establishments, emerges as an important critical success factor. Therefore, the 

development of the nine fundamental locational factors capable of influencing the territorial 

settlement process of teaching institutions – accessibility conditions; infrastructural conditions 

for implementation; supply/demand ratio of a service or good; disaster risk; comfort index; 

provision of basic infrastructure; security condition; gross domestic product per capita; distance 

from the administrative headquarters –, made possible by this work through the carrying out of 

an in-depth documental and bibliographical research of an exploratory nature, in addition to 

contributing to the deepening of the existing knowledge about locational factors that affect the 

process of territorial settlement of educational organizations, brings the possibility of 

associating the identified factors with decision support models in order to make it possible to 

increase efficiency in the process of territorial dispersion of institutions of an educational 

nature, which may prevent losses arising from an inadequate geographic distribution of 

educational establishments. As a limitation to this research, mention is made of the fact that 

public and private educational institutions are endowed with distinct particularities, which, 

naturally, are capable of affecting certain traits of the locational factors that influence the 

process of territorial settlement of educational organizations, therefore, future work on the 

subject is suggested, segmented by locational factors adherent to public educational institutions 

and locational factors more aligned to private educational units. 
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