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Abstract

In today's identification and data collection methods on traffic entities, large number 
of traffic and logistic systems uses one of the automatic identification and data capture 
(AIDC) technologies. The mentioned group contains information and communication 
technologies such as radio‐frequency identification (RFID), real‐time location systems 
(RTLS), near field communication (NFC), global positioning system (GPS), and beacon 
and advanced tagging technologies such as barcode and quick response code (QR code) 
which can be implemented with function of mobile traffic entities identification in traffic 
environment. In this chapter, possibilities and characteristics of mentioned technologies 
will be described from the aspect of their usage in traffic system through implementation 
of e‐business. Data collection and exchange concept will be based on cloud computing 
and Internet of Things concepts. Through various case study examples in traffic environ‐
ment, more efficient use of AIDC technologies in traffic system will be shown.

Keywords: identification, cloud computing, Internet of Things, traffic environment

1. Introduction

Automatic identification and data capture (AIDC) technologies supported by technologies 
such as Bluetooth and wireless fidelity (Wi‐Fi) are increasingly used in today's electronic busi‐
ness systems. From classic usage of bank cards in business all the way to the application of 
the Internet of Things (IoT) environment, various classification (models) of e‐businesses can 
be described through a number of services and solutions that are offered in today's market, 
based on the objects identification technologies.

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



In this chapter, identification technologies and connectivity are described in the model of e‐
business in the traffic system. Described generalized model of the traffic system is the starting 
point in the creation of possible e‐business models in a traffic environment, that is, it allows 
description of traffic management component through classification of models within e‐busi‐
ness system.

Electronic business is now completely based on modern web technologies, so this chapter 
presents the analysis of web technology within the development of application solutions 
(HTML5 and mobile applications). Conceptual model of collecting and processing data 
in a traffic environment is presented on the basis of modern technologies such as cloud 
computing (CC). Data are collected from radio‐frequency identification (RFID), near 
field communication (NFC) tags or beacon devices connected to the Internet of Things 
and cloud computing environment to provide accurate and real‐time information to the 
end user.

The chapter ends with a review of the application of AIDC technologies in the traffic environ‐
ment according to the classification of the of e‐business system.

2. The traffic system and classification of e‐business system

The effectiveness and efficiency of the transport system can be achieved by using high‐quality 
electronic business (e‐business) systems by all interest stakeholders (companies) whose busi‐
ness allows its application.

2.1. The traffic system and information theory

Today, the definition of the traffic system is defined on foundational guidelines of a general 
systems theory and settings of systems engineering. Wherefore, the traffic is represented as a 
system and a process whose purpose is to carry out transport and/or transfer of transported 
entities (people, goods and information) using the appropriate traffic entities and taking part 
in roads capacity according to the established rules and protocols [1]. Generalized model of 
the transport system is designed as a starting model to describe the structure and behavior of 
any traffic system as “object of interest.” Common structural components were identified and 
verified by an empirical‐inductive method. Basic subsystems within the present generalized 
model are (Figure 1):

• subsystem of transported entities—TrE (people, goods and information),

• subsystem of adaptation of transported entity to traffic entity,

• traffic entities—TfE (pedestrian, car, plane, etc.),

• subsystem of traffic management and

• subsystem of traffic network.

The traffic entity can generally use only one medium or type of road, and the management of 
entity (traffic) can be individual or it can be centralized (automatic) in guidance. The adaptive 
control is based on the contributions of the theory and engineering tools in order to achieve 
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and preserve the ideal dynamic behaviour of the process despite the modification of process 
parameters. Adaptive system itself is set in a wide range of changing conditions of functioning.

Input physical and time coordinates of the traffic entity that enters into the traffic process are 
changed or transformed into desired spatial coordinates with a certain time delay, and those are:

• tp—time of travel,

• teD—time of arrival and

• teA— time of departure.

Travel time through the network depends on the topology (connection) of network, capaci‐
ties, size of traffic flow, traffic management and the impact of incidents. In general, there is:

• l
OD

—distance between start and destination,

• TM—traffic topology,

• ϕ—traffic flow,

• C—capacity of the i element in the network (i = 1,..., N),

• NM—network management and

• IS—the impact of incidents.

The traffic network generally consists of network elements that perform specific functions 
related to the access and service, traffic interflow, remote connectivity, additional services and 
network management. The control section can be treated as a separate system for the basic 
network of traffic flows. Management of transport network can in general be presented as a 

Figure 1. Generalized model of the traffic system [1].
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set of functions and activities geared to set parameters of the traffic network so that it has the 
desired functional properties at minimum cost.

These definitions serve as a basis for more efficient management of transport network and 
its entities using modern information and communication technologies. For this purpose, the 
concept of information and communication technology is based on a combination of con‐
nected communication systems and new technologies. Modern information and communica‐
tion technologies have created a completely new way of information appliance, improving 
the speed, capacity and quality of the process.

Information theory allows the creation of mathematical models which are the basis for simple 
problems. The appliance of information theory in communications allows solving problems 
related to the realization of process, handover, transmission, reception and storage of infor‐
mation and its protocols in communications network. The communications network connects 
sources and receivers of information through transmission channels and technical devices 
allowing switching and management. The communication network carries out the function 
of information delivery from source to destination. The communication system has the task 
of transferring the information from one place to another [2, 3].

2.2. The classification of e‐business system

For the business models of companies whose business can affect the efficiency of the traffic 
system, it is important to be prepared for daily operating on electronic market. For this 
purpose, the concept of electronic commerce (e‐commerce) presents the sale, purchase 
and provision of all relevant information to the end user based on the Internet, and the 
electronic business (e‐business) includes all application solutions and enabling technolo‐
gies [4].

The concept of e‐business is applicable in almost all sectors and regions of the traffic system. 
Since the creation of the concept of e‐business until today, based on its principles, significant 
number of business models were created and grouped according to two basic criteria:

• criteria of nature of performed tasks and

• criteria of participants or to say subjects in jobs performed electronically.

According to the criteria of the nature of performed tasks, e‐business is divided into:

• model of electronic sale of own goods and services,

• model of electronic trading,

• model of electronic marketing and

• model of electronic entertainment and recreation.

Model of electronic sale of personal goods and services originated from the first standardized 
Internet service with the possibility of remote file transfer and its corresponding communica‐
tion protocol file transfer protocol (FTP).

E-Business - State of the Art of ICT Based Challenges and Solutions4



Model of electronic commerce is the process of buying, selling or exchanging products, ser‐
vices or information through publicly accessible computer network, the Internet, and offers a 
great reduction in cost and time of transactions [5].

Model of electronic marketing is the way to achieve the marketing activities of the company 
with intensive appliance of modern information and communication technology.

The development of models of electronic entertainment and recreation is focused on the dis‐
tribution of entertainment content via the Internet which led to the convergence of television, 
film, radio, video and Internet technologies and their integration into a single fun and rec‐
reation system. E‐entertainment and e‐recreation grow into the economic sector generating 
large profits (IT business).

Models of electronic business are defined based on the parties involved in the business pro‐
cess and the nature of their business relationship. Three types of subjects can participate in 
e‐business:

• companies (business),

• ultimate consumers or customers (consumer) and

• state administration (government).

Regarding to the type of transaction that can be carried out, there are following models in 
electronic business:

• Communication between companies and end users (Figure 2):

• Business to business (B2B)—the model of electronic business among enterprises is a 
model in which participants are legal persons or companies. Enables faster and cheaper 
business through electronic data and fosters connection between companies. B2B model 
enables cost reduction, integration of the supply chain, online distribution of the goods of 
one company to another, increased transparency of operations, reduced inventory, short 
production cycle, the ability to access new markets, as well as more efficient and flexible 
transaction methods,

• Business to consumer (B2C)—B2C—the model of business management with final con‐
sumers is a direct business cooperation between companies with customers and basically 
refers to the online sale of products, services or information to the end customers using 
some of the techniques of Internet marketing,

• Consumer to business (C2B)—business model in which a consumer requests a product, 
after which the manufacturer offers a bid. Benefits are a good connection with consumers 
and lower production costs,

• Consumer to consumer (C2C)—e‐business model in which individuals do business with 
each other. It represents the sale of products between consumers through some Internet 
companies that provides this type of service. The cost of such services is usually a percent‐
age of the transaction, advertising or membership fee,
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• Business to employee (B2E)—model of e‐business between a company and an employee. 
In practice, this model is more known as Intranet or web portal designed to provide the 
employees with products and/or information that they need for work,

• Employee to business (E2B)—business model that gives employees the possibility of busi‐
ness cooperation through appropriate company service.

• Communication of e‐government:

• Business to government (B2G)—e‐business model in which the state and companies from 
the public sector appear as buyers of goods or services offered by private companies,

• Government to business (G2B)—business model that enables online noncommercial inter‐
action between companies from the public sector and large commercial companies,

• Government to government (G2G)—business model that allows online interaction 
between the bodies of state administration, ministries and the government,

• Government to consumer (G2C)—business model that enables online noncommercial 
interaction between government bodies and private individuals (citizens).

• Multiple transactions (B2B2C, C2B2C, P2P)—present combinations of already existing models.

The classification of e‐business system within the environment of business models is shown 
in Figure 2. There are also visible links between individual models or subjects of the system.

The new paradigm in providing all relevant information to end users of the traffic system, 
based on a system of e‐business, is the application of machine‐to‐machine (M2M) architecture. 
M2M communication is mostly used for remote control and is an important component in the 
management of inventory, remote control, robotics, traffic control, logistics services, supply 
chain management, fleet management, telemedicine and more. The main components of the 
M2M system include AIDC (RFID, NFC, real‐time location system [RTLS], quick response 
code [QR code]) and global positioning system (GPS) and Bluetooth beacon technology. There 

Figure 2. Classification of e‐business system—business models.
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is also Wi‐Fi or mobile communication link and the autonomous computer software that is 
programmed to support networked devices to interpret the data and make decisions.

3. Analysis of modern information and communication technologies that 
provide the user with information

By analyzing the characteristics of modern information and communication technologies an over‐
view of the possibilities is provided for individual technologies with an objective of more efficient 
operation of certain information and communication systems. Depending on their individual 
benefits, certain technologies can make certain modules of e‐business more efficient. Figure 3 

shows the system architecture of e‐business in the function of satisfying the needs of users, and 
providing accurate information to the end user (e.g., from submission of the request to delivery).

Technologies used today are mostly based on CC concept integrated with Web 2.0, Bluetooth 
(beacon), RFID, NFC, RTLS and Wi‐Fi technology.

3.1. Web 2.0. developing technologies

Modern Web 2.0. technologies allow better movement of the web page, and better interactive 
design, effective user participation in the creation of content (information), and better func‐

Figure 3. System architecture of electronic business [e‐business].
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tionality. The main feature is encouraging the involvement of users in creating content which 
help the website to get clear contours of look. Users are allowed to use the application through 
a web browser which means that the web is defined as a platform through which users have 
control over the data contained on a page [6, 7].

Developing technologies are important in order to achieve main features of Web 2.0. portal, 
such as HTML5 programming language, cascading style sheet (CSS) and JavaScript which 
are exclusively Frontend technologies. These technologies allow the front or the real view of 
web pages. Dynamic of website is achieved with programming languages depending on the 
server side and these are PHP Hypertext Preprocessor (Unix‐Linux), ASP.NET (Microsoft), 
Java programming language (JSP) and ColdFusion (CFM).

The advantage of today's programming language HTML5 and CSS3 language is respon‐
sive design that allows the behaviour of content and customization for all mobile termi‐
nal devices. For this purpose, a variety of framework environments can be used, such as 
Bootstrap, Foundation, Sencha Touch, Onsen UI, Ionic, Semantic UI, jQuery Mobile and oth‐
ers. Characteristics of the development of web solution by using HTML5 programming lan‐
guage in relation to the development of mobile application (native App) are shown in Table 1.

Services HTML 5 Native app

Quality of service depends on mobile 
signal and Internet connection

YES NO

Automatic adjustment of applications 
for desktop and mobile version

YES NO

Technical support on all operating 
systems

YES YES

Requires special adaptation of 
applications for each operating system

NO YES

Time of application execution SLOWER FASTER

Every system uses different 
programming language: Java 
(Android), Objective‐C (iOS), Visual 
C++ (Windows Mobile)

NO YES

Provides the ability to connect with 
a variety of functionalities of mobile 
devices such as: camera, accelerometer, 
various data stored in the device

NO YES

The user must install the application 
and by doing so occupies a part of 
unit's resources

NO YES

Certain security and moral standards 
must be fulfilled, as the terms of 
business, which can the time of 
placement

NO YES

Possibility to charge for the download 
of the application through the 
marketplace

NO YES

Source: Ref. [8].

Table 1. Characteristics of HTML 5 and the native application.
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The above‐listed framework environments unify HTML5, CSS3 and JavaScript to provide the 
view of the front side of web application. Table compares services that are important when 
using e‐business systems, or to say, technological components of the system that will raise 
the quality of services and provide unobstructed use on all operating systems. The quality of 
service of HTML5 depends on the access network and Internet connection, while native app 

is independent. Developing and customizing with a native app must be done separately on 
each operating system, which may require additional development costs of services, while 
with HTML5, it is not necessary given that the same version is valid for all operating systems.

3.2. Identification and connectivity technologies in an e‐business environment

Technologies of connectivity and data collection in an environment of e‐business system 
depend on the needs of the system or the user. Currently, present technologies can be divided 
into technologies of short and of longer range.

Short‐range technologies (less than 1 [m]) are based on the electromagnetic radio waves and 
those are NFC, RFID (passive), QR code, magnetic cards, smart cards, voice recognition, OCR 
and barcode. Long‐range technologies (more than 1 [m]) are Bluetooth beacon (BLE), Wi‐Fi, 
RTLS and RFID (active) technology. Table 2 shows the characteristics of wireless technologies 
from the aspect of possible collection and provision of information to the end user, depending 
on distance and mode.

Technologies of connectivity and data processing are used in application of the CC concept 
in collecting data and providing relevant information to the end user. Therefore, these tech‐
nologies are shown in Figure 4, where CC environment is the basic concept of collecting and 
storing data.

WI‐FI Bluetooth BLE RFID NFC QR Code

Accuracy up to 10 
[cm]

NO YES YES YES YES

Accuracy up to 
1 [m]

NO YES YES NO YES

Accuracy up to 
20 [m]

YES YES YES NO YES

Accuracy on > 20 
[m]

YES YES NO NO NO

Two‐way data 
transfer

YES NO YES YES NO

Secure data 
transmission

YES YES YES YES NO

External power 
supply

NO YES YES YES YES

Connection needed NO YES YES YES YES

Acceptable price YES YES YES YES YES
Source: Refs. [9, 10].

Table 2. Characteristics of individual technologies.
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Barcode represents a linear or one‐dimensional code that uses patterns created by mixing 
dark lines and bright background representing a numeric or alphanumeric characters [RFID 
Handbook]. Data are obtained by reading the barcode with a manual or fixed barcode reader. 
Obtained data are saved and sent to the system as an instruction for certain changes to hap‐
pen. QR code represents a significant development in the work with barcodes. QR code rep‐
resents the picture in which it is possible to store information in the horizontal and vertical 
form (opposed to the bar code which stores information only in vertical form). QR code owns 
its name to the fact that it is possible to get to the stored data very quickly. QR codes can be 
used with smart mobile terminal device (smartphone). The user of smart mobile terminal 
device scans the QR code with application solution containing a stored record, and receives 
the requested information.

NFC is a technology by which one can perform contactless communication between devices, 
such as smart mobile devices and tablets. This type of communication allows the user to send 
the information or access the web and get the required information [11]. Although rarely 
used for informing users, NFC technology is commonly used for contactless payment systems 
in e‐business, whether it was the payment of transportation, purchasing tickets and similar. 
Except for payment, NFC technology is used to communicate and send data between two 
smart mobile devices.

RFID is the term used for contactless identification through electromagnetic field or radio 
waves. The carriers of information with RFID technology, as well as with NFC technology, 
are the tags (active and passive). An example of the use of RFID technology is a public trans‐
port of passengers where this kind of transportation payment is called the automatic fare 
collection (AFC). It can also be used to inform the mobile user of transport network [12]. 
It is also greatly used in logistics; in warehouses, distribution centers and supermarkets. 

Figure 4. Architecture of the system for collecting and processing data in traffic environment.
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Combination of RFID technology and Wi‐Fi technology defines the concept of RTLS tech‐
nology whose application is recommended for large external or indoor coverage of Wi‐Fi 
antenna [13].

Bluetooth beacons are devices that transmit signal to the nearby Bluetooth devices. By pair‐
ing them with different, appropriate, application solutions (specialized applications or classic 
web browser), they can be used for the delivery of requested information. Due to the range of 
the Bluetooth signal, it is one of the services based on the location of the user (location‐based 
services, LBS).

Connection technologies in the CC environment can be divided into Bluetooth and Wi‐Fi 
technologies. Bluetooth technology is used for wireless connection of equipment within the 
network and to transmit data by using radio transmission. The implementation of Bluetooth 
technology is achieved through a microchip which can achieve transfer within short range 
(beacon has greater ranges than Bluetooth version 4.0). This microchip is built into devices 
which are to be connected (e.g., mobile terminal devices, controllers, keyboard). Connection 
can also be achieved via universal serial bus (universal serial bus, USB).

Advantages of Bluetooth when compared to other technologies include low power consump‐
tion, simple use, acceptable price and low energy consumption. Because of these advantages, 
Bluetooth is applied in a growing number of information and communication solutions. 
Today's mobile terminal devices usually contain mounted integrated circuit with Bluetooth 
version 4.0. This version of Bluetooth has developed because of the need to connect the device 
to the IoT environment. The effectiveness of Bluetooth and its low power consumption make 
it a quality selection for devices within IoT environment that have to work for longer period 
of time. BLE version has the ability to operate on different operating systems, whose applica‐
tions have different connectivity options in the CC environment.

Wi‐Fi technology is a technology for transmitting data by using radio waves. It is most com‐
monly used to provide wireless access to the Internet and for creation of wireless networks 
(Eng. Wireless Local Area Network, WLAN). In order to ensure proper operation of Wi‐Fi 
technology, several standards are defined, and the most widely used standard for Wi‐Fi tech‐
nology is 802.11b.

4. The concept of usage of e‐business system in traffic environment

In order to provide high‐quality and timely information on the state of the traffic system, it 
is necessary to collect and process data obtained from infrastructure providers (HAK, ARZ, 
traffic info system of cities) [14]. Generalized model of collection and processing of traffic data 
is shown in Figure 5, where model involves adding different weight value to information of 
every individual source.

This model is also presented as part of the system architecture shown in Figure 5, and the 
processing takes place in the CC environment. The concept of using generalized model to 
provide relevant information about traffic conditions is shown through the elements of e‐
business (Figure 6).
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Example of a solution that delivers the technical components, business models and organi‐
zations structure of future e‐marketplace is MOBiNET project. Its intention is to establish a 
framework that will gather private and public ITS service providers, next‐generation mobility 
service suppliers and transport end users. On such framework providers of transport‐related 
content and services can publish and exchange their products, compose new services and 
reach a wide customer base [15].

Business models contain elements relevant to business of traffic information provider. Customer 
relationship management (CRM) system is an important component of any company in order to 

Figure 6. Distribution of information by using e‐business system.

Figure 5. Generalized model of collection and processing traffic data.
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organize and automate sales, marketing and services and help manage all information regard‐
ing clients. CRM collects various data about the users of the system with multiple channels in 
order to obtain a better view of customer through his use of the system and communication 
with the service provider. Some of the regularly monitored channels are the official website/
web shop, e‐mails, online chats with the operators, phone calls to customer service and com‐
munication with customers through social networks. These are valuable data on the company's 
relationship with the customer over time from which one can learn the habits and preferences, 
and anticipate some steps to define personalized offers.

Enterprise resource planning (ERP) system is a set of management tools in a company that 
balances supply and demand, and contains options for connecting buyers and suppliers in an 
integrated supply chain [16].

Web selling component of sales is based on Web 2.0. technologies whose interactive capabili‐
ties attract users to products and services offered by the company.

Model of service distribution provides specific models depending on the type of user (legal or 
natural person). The link to the business model is a web environment of HTML5 (PHP/ASP) 
technology, and extensible markup language (XML) language for labeling data stored in a 
database (MySQL, SQL, etc.) [17].

5. Security aspects of e‐business system

Nowadays, a large number of organizations recognize the Internet as the most important 
communication tool and probably the most important technological development in general. 
Information and communications technology (ICT) systems have a major impact on com‐
munication and their potential impact on the growth of business is globally recognized [18]. 
Electronic business is one of the most common concepts of sales channels. The concept of e‐
business goes beyond the functionality of online purchases. E‐business is a holistic strategy of 
redefining business models through technology, with the aim of gaining benefits for consum‐
ers and maximizing the profit of organization.

The selection and implementation of appropriate security controls and mechanisms in the 
exchange, processing and storage of data in an environment of e‐business are very impor‐
tant in order to preserve the basic principles of security and privacy. Among other things, 
it includes the protection of e‐business in accordance with standards such as payment card 
industry data security standard (PCI DSS), NIST and others, and the implementation of 
security controls such as cryptography, hardware solutions, programming languages and 
development environment, risk assessment and management, law, etc.

E‐business is, among other things, intended for buying and selling products and services 
through information and communication systems such as the Internet. When establishing 
a form of e‐business a number of options should be considered, such as [19]:

• The development of personal payment system for e‐business, the usage of third‐party solu‐
tions or a combination of previously mentioned,

Challenges of Information and Communication Technologies Usage in E-Business Systems
http://dx.doi.org/10.5772/66329

13



• The use of various technologies in order to implement the functionality of e‐business, 
including applications for the process of payment, the API or website for payment placed 
on the servers of third parties,

• It is possible to maintain multiple levels of control and responsibility for the management 
of IC infrastructure. For example, organizations can choose the management of the entire 
IC infrastructure, use the service of management of all systems and infrastructure pro‐
vided by third parties (outsourcing), or they can manage a part of the infrastructure within 
the organization and the rest of management leave to the third parties.

Regardless the chosen option, it is necessary to consider safety aspects of implementation and 
appliance of e‐business system.

PCI DSS is a set of policies and procedures designed to optimize safety of card business and 
online money transactions. PCI DSS was developed in 2004 by the four most common organi‐
zations for credit card transactions Visa, MasterCard, Discover and American Express.

PCI DSS defines six core objectives:

1. Establishment of network security

2. Protection of credit card data regardless of storage location

3. Protection of system from the activities of malicious users

4. Limitation and control of access to information and operations within the system

5. Monitoring and testing of network

6. The establishment, maintenance and observance of the formal security policy at any time 
and by any entity

According to the PCI DSS standard, the establishment of network security is implemented by 
implementing a firewall between the web server and the unprotected public networks and 
between the web server and internal network containing application servers and database 
servers. The example of isolation of system's servers in e‐business is shown in Figures 7 and 8.

Configuration of firewall and demilitarized zone (DMZ) must ensure the passage of exclu‐
sively permitted network traffic from the public network to the web server (user request), 
and only of the necessary traffic from the web server to the internal network (server request), 
shown in Figures 7 and 8. Internet traffic should never be allowed to pass to internal devices 
outside the DMZ. Depending on network complexity and requests, the above‐mentioned 
configuration can be deployed by using one (Figure 7) or two hardware firewalls (Figure 8).

System components designed to store credit card data must be located within the internal net‐
work zone, segmented from the DMZ and other unsafe parts of the network. In order to insure 
that the credit card data are protected, it is crucial to document all of the instances and security 
controls that protect data in the storage, processing or transmission in e‐business environment. 
Also, it is necessary to collect and retain only the minimum amount of data required for the 
transaction and in the minimum period required for a specific business process. The develop‐
ment and appliance of technology for the implementation of e‐business should not support the 
storage of credit card data and other sensitive information in cookies or temporary files in an 
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unprotected form. Transmission of credit card data across the public network requires the appli‐
cation of encryption protocols such as SSL VPN, IPsec. For example, it is possible to observe the 
transfer of data between the user (consumer) and organizational web servers or leased service, 
or between organizations and various rental service providers. Previously mentioned encryp‐
tion can be used to protect the transmission of other sensitive information (such as login data) 
and to encrypt transmission of credit card data within a corporate network. Traditional firewalls 
often have no possibility of inspection of encrypted network traffic. If the destination address 
and communications port meets the criteria defined by firewall policy, traffic will be allowed. In 
order to check the content of encrypted network traffic, it is necessary to consider solutions such 
as web application firewall (WAF) or intrusion detection system (IDS). If the e‐business offers 
services such as chat support or other messaging technologies, it is important to emphasize the 
users that they shouldn't share their credit card information via such services.

Figure 7. Network configuration with one firewall.

Figure 8. Network configuration with two firewall.
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6. Case studies on the appliance of identification technology in e‐
business environment

Today, the identification technology is increasingly used for everyday needs. The adaptive 
mobile terminal devices enable a wide appliance of identification technology in all aspects of 
traffic (postal, information and communication, road transport) and logistics.

6.1. RFID in postal and logistics processes

In today's postal traffic business, the appliance of modern information and communica‐
tion technologies is constantly growing. The traffic entities such as packages, envelopes and 
vehicles (cars, trucks, mopeds or bicycles) are marked with tags that allow easier retrieval of 
required information during the processing time. System architecture consists of elements: 
reader, tag, database and antenna (Figure 9) [20].

This technology can also be used within logistics processes, where the increasing applica‐
tion in addition to RFID technology and other technologies from the group AIDC (barcode, 
QR code) technology. Tracking vehicles and trailers throughout the entire transport logistics 
chain provides considerable benefits to all parties involved, for example, management, users 
and customers. The vehicle and trailer tracking system is an advanced and effective IT system 
for monitoring and managing precise arrivals and departures of vehicles at specific points 
in the logistics chain. The system is built on the experience and know‐how acquired from 
supplying the world's largest and most widespread RFID network stretching across about 60 
countries [21]. This method of usage within the e‐business environment belongs to a group of 
B2B and B2C business, where the end user is included.

6.2. Application in the automotive industry (roll cage tracking and managing)

In the automotive industry, the technology is used in the form of B2B, where auto parts are 
marked with tags, as are the boxes in which the parts are being transported to destination. An 
example of such operating is a car company (Figure 10).

After production, auto parts (1) are getting packed (2) selected and marked by RFID tags, and 
stored in a database (3). Then, auto parts are packed onto pallets (4) and are transported (5) 
to the company. When entering the company warehouse (6) the barcode or RFID tags placed 
on the parts are being read (7). When assembling the vehicle on the production line previ‐
ously read parts are assembled into the vehicle (8) and marked pallets are returning empty.

Figure 9. Possibilities of RFID usage in postal traffic.
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6.3. The usage of AIDC technologies as an assistive technology

Assistive technologies aim to reduce barriers and increase the mobility of persons with dis‐
abilities who are in daily movement.

For this purpose, there are a considerable number of solutions on market, depending on the 
degree of user's impairment. One of the solutions is the usage of RFID technology in move‐
ment of blind and visually impaired persons, as shown in Figure 11. This technology can also be 
used by persons with hearing impairment, children in particular, where the objects indicate the 
tags, and a reader transmits information through application solution to the computer where the 
objects are visually presented (LAMBERT system). AIDC technology‐based solutions for per‐
sons in wheelchair can be connected into the IoT environment which is a growing challenge for 
many researchers in this field today [22]. These solutions are classified as B2C and C2C solutions.

Figure 10. RFID operating within car company.

Figure 11. The appliance of RFID technology for informing visual impaired person.
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Abstract

For the last 20 years, while many electronic business (e‐business)/electronic commerce 
(e‐commerce) systems have been successfully adopted in businesses across different 
industries, a significant number have failed, especially in small to medium enterprises 
(SMEs). It is therefore necessary to explore critical success factors (CSFs) for SMEs in 
adopting e‐commerce success. A blend of quantitative and qualitative research methods 
were used, consisting of literature review, focus group studies, pilot tests, and surveys. 
Total survey was of 11.54% (277 out of 2401). Data analysis procedures were adopted, 
which comprised initial reliability analysis, validity analysis, t‐testing, factor analysis, 
and detailed reliability analysis. As a result, a total of 15 items were identified as common 
CSFs for SMEs successfully adopting e‐commerce system, which could be adopted as an 
effective tool for assisting SMEs in effectively adopting e‐commerce systems, and as a 
yardstick further to develop new methods for measuring e‐commerce success.

Keywords: CSFs, measure, e‐commerce success, SMEs

1. Introduction

Since 2005, the number of small to medium enterprises (SMEs) involved in electronic busi‐

ness (e‐business)/electronic commerce (e‐commerce) has grown significantly. For the last 10 
years, many e‐commerce systems have been successfully adopted in businesses across differ‐

ent industries. The advent of e‐commerce has also well documented advantages that if a busi‐

ness does not engage in doing so, one must question the wisdom of management [1]. However, 

a significant number have failed, especially in SMEs. Many researchers warn that SMEs are 
being laggards in adopting or in using e‐commerce more strategically in business while the 

results seem to be disappointing and bring further gloom to the e‐commerce adoption phe‐

nomenon in SMEs [2].

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Even for businesses that did not fail, a numbers of businesses are not satisfied with e‐com‐

merce. There is still the question of whether there are any benefits from the use of IT/e‐com‐

merce since it may be hard to determine whether the benefits of doing business via the 
Internet outweigh its costs [3]. The trend is that investment in and integration of information 

systems (IT)/technologies, and quantifying the value contribution of e‐commerce, has become 

an issue for managers seeking to justify the enormous expenditures involved in new IS/IT 

investment [4].

In recent years, therefore, researchers have enunciated the need for measuring e‐commerce 

success. More and more research points toward gaining better understanding of e‐commerce 
success. In the meantime, many issues and obstacles are challenging the e‐commerce success 

in SMEs. Some issues are becoming the critical factors on successful e‐commerce adoption. 

In literature review, critical success factors (CSFs) study has been one of important research 

fields in e‐commerce adoption and e‐commerce success. It is therefore necessary to explore 
CSFs for SMEs in adopting e‐commerce success. Although the availability of CSFs does not 

guarantee e‐commerce success, the better understanding of CSFs might increase the chance 
of e‐commerce success [5]. Certain factors are important for the adoption decision of e‐com‐

merce in SMEs [6]. CSFs become thus the key to measure e‐commerce success.

Over the past decade, various factors have been proposed and tested by researchers to deter‐

mine what factors affect the adoption of e‐commerce [7]. According to most current research, 

however, it is considered that businesses successful in adopting e‐commerce are strongly 

dependent on the local business culture. While these studies attempted to investigate the fac‐

tors that influence e‐commerce adoption to be carried out mainly in developed nations [7], 

these factors have not always been consistent across studies [8].

Little research on e‐commerce success has crossed country boundaries [5]. Research finds that 
SMEs in adopting and benefiting from e‐commerce in developing countries face lack of strong 
empirical work to enable the establishment of models to find out the factors that can explain 
the adoption of e‐commerce in developed regions [7]. The research supported that as manage‐

ment and behavioral research is substantially based on North American organizations and 

subjects, a majority of the theories in IS and e‐commerce success model have western perspec‐

tives, which might not be valid for other national cultures [9]. The report argued that there 

were still lingering questions regarding the significance of some of these factors due to a lack 
of common set of factors being tested and the scarcity of contextual variables being used [8].

If common CSFs exist for the adoption of e‐commerce systems across different countries, they 
might be further used as a global benchmark business performance indicator to develop a 

better and more effective measure for SMEs successfully adopting e‐commerce system [5].

2. Background and literature review

At the beginning of 2000, Benbasat, Ives, and Piccoli conducted a survey of the ISWorld 

Community on the “Electronic Commerce Top Research Questions” which indicated that e‐

commerce success was one of the most important e‐commerce research issues [10]. Thus, a 
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growing number of studies discussed e‐commerce success [10]. By integrating strategy con‐

tent and process perspectives, researchers begin to more fully explain why, when, and how 

certain firms are successful with e‐commerce systems, while others remain hesitant, unwill‐
ing, or unable to change [11].

2.1. Importance of measuring e‐commerce success

In past years, researchers have enunciated the need for measuring e‐commerce success [12] as:

i.  Avoiding failure again. Even though many cases of successful e‐commerce implementation 

have been widely reported, a number of noteworthy failures have also occurred world‐

wide. On the one hand, even “best practice” companies will display weaknesses in some 

areas of systems management, while organizations with poor delivery records for new 

systems will exhibit strengths [13]. It is no wonder that business executives regard new 

systems development as a “black art” [13].

On the other hand, many analysts consider the failure of e‐commerce as a major cause of 

the dot‐com crash [14]. Table 1 shows that some failed cases have been reported in the 

evaluation of e‐commerce and information systems (IS) in recent years.

ii.  Learning from experience. The development of new systems is a complex matter [13]. These 

companies who have not yet adopted e‐commerce should learn from the experience of 

those companies already doing so [15].

iii. Indicating actual business benefits. Devising robust techniques and tools to detect true e‐com‐

merce use and success is essential to the e‐commerce area in SMEs [16]. Early research in 

Australia highlights the need for e‐commerce metrics to evaluate benefits [17]. Numerous 

SMEs fail to exploit the opportunities of e‐commerce because of their lack of awareness of 

the potential and direct real benefits [18, 19]. Organizations need to identify performance 

measures that will allow them to assess the effectiveness of the introduction of IT/e‐com‐

Reports Failed (%) Cases

U.S 80.0 Large software projects

U.S 90.0 e‐Commerce/e‐business initiatives

U.S 83.0 Software application initiatives

Canada 31.0 SMEs adopted an e‐commerce solution

Europe 61.0 Large manufacturing in cost‐saving benefits of e‐commerce

Europe 88.3 Smaller manufacturing in cost‐saving benefits of e‐commerce

Australia 68.0 Small‐sized enterprises adopted in e‐commerce/e‐business

Australia 66.0 Middle‐sized enterprises adopted in e‐commerce/e‐business

Source: see [12].

Table 1. Reports on failures in the implementation of IS.
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merce [3]. One could expect them to be the high adopters of e‐commerce if a business case 

was made [20].

The research highlighted that SMEs need to weigh up the value of utilizing the technol‐

ogy to gain return on their investment [21]. If companies do not believe that e‐commerce 

can provide them with relative advantage after they have already adopted it, it is likely 

that the implementation would be discontinued [22]. When a firm can observe the bene‐

fits that e‐commerce has brought to the business, it is very likely that the firm will increase 
the depth and breadth of e‐commerce implementation [22]. Metrics can help a company 

capture a more complete picture of whether the e‐commerce initiative is meeting its objec‐

tives effectively [23].

iv. Requirement for adoption guidelines. Organizations need to identify the basic rationale for 

the applicability and use of IT/e‐commerce for their particular business needs [3]. In light 

of the current pace and pressures of business, the vast majority of companies believe they 

need structural guidelines for making viable investment and implementation decisions 

[13]. They need to have a strategic viewpoint for Internet deployment based on sound 

business principles [3].

v.  For further improvement and development. An evaluation of e‐business applications is neces‐

sary for further improvements, management strategies, and the deployment of techno‐

logical development [17], which should be critical for the successful employment of future 

e‐commerce systems [24]. The research found that in order to implement e‐commerce 

most of the companies interviewed were facing a complete overhaul of their existing strat‐

egies for which they are not ready at the moment [25].

2.2. Difficulty in measuring e‐commerce success

A number of studies have shown the difficulties in measuring e‐commerce success [12] as:

i.  Involvement of top management. Most organizations lack a defined framework for assessing 
readiness, measuring potential impact, and separating the mediocre e‐business initiatives 

from the top tier [13]. It is therefore necessary to start at a very basic level using an e‐com‐

merce mentoring program that closely involves owners and managers [20]. There is a 

serious need for closer integration with top management in the process [26].

ii.  e‐Commerce difference with traditional IS. e‐Commerce systems are very different from tra‐

ditional systems [27]. On the one hand, a strong theme identified by IS professionals is the 
requirement, largely a result of competitive pressure, to develop e‐commerce solutions 

more rapidly than is previously the case for traditional IS projects [26]. On the other hand, 

electronic customer and supplier interaction must be seamlessly integrated with existing 

business processes [28].

iii. Beyond Internet technology. The research indicates that the availability of Internet/informa‐

tion technology (IT) and its adoption by the society are two different things [29]. Many 

researchers support that e‐commerce is more about strategy than about technology [30]. 

The report states that although technology matters, marketing skills will still play a major 
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role in global marketing: a site with the latest technologies but one that does not meet 

customer expectations will not be successful [31].

The research further mention that many companies have found out the hard way that 

successful e‐commerce requires more than a flashy web presence [28]. The challenge of 

managing e‐commerce extends far beyond managing technological quality, and its scope 

transcends corporate domains, requiring business leaders within and across enterprises 

to synchronize their business strategies, processes, brands, and technologies [13].

In fact, users or customers do not care about technology; they care about services and 

their effective delivery [32]. Therefore, the measurement of e‐commerce success is based 

on deployment of people, technology, and strategy to accelerate improvement cycles and 

increase profit margins [33].

iv. Lack of experiences. Many economic benefits of e‐commerce projects are seen as difficult 
to measure because there is not much historical data and experience to draw upon when 

developing or applying metrics [34].

2.3. Existing factor studies for measuring e‐commerce success

The concept CSFs was first introduced by Rockart in 1979 for defining chief executives’ infor‐

mation needs as follows:

“Critical success factors thus are, for any business, the limited number of areas in which results, if 
they are satisfactory, will ensure successful competitive performance for the organization. They are 
the few key areas where “things must go right” for the business to flourish. If results in these areas 
are not adequate, the organization's efforts for the period will be less than desired.” [35]

Therefore, the factor study has been used as one of the two main approaches research‐

ers to understand success and failure in IS project while another one is the process study 

[36]. However, prior CSFs studies may differ from current business needs. These factors 
in e‐commerce success have encountered certain difficulties in economic environment 
[37]. Therefore, certain up‐to‐date CSFs need to be explored for measuring e‐commerce 

success.

3. Research methodologies and data collection

3.1. Research methodologies

A blend of quantitative and qualitative research methods were conducted consisting of litera‐

ture review, focus group studies, pilot tests, and surveys [5]. Two focus group studies were 

conducted including one focus group study in Australia and another in China to define the 
issues to be surveyed, and pilot tests were then carried out with open questions including a 

total of 20 businesses—10 for each in Australian and China—which were to modify the pro‐

posed questionnaires and any errors [5].

Based on above research steps, 50 research items were then categorized (F1–F50) including 
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human resource factors (six), technology factors (seven), website factors (nine), security factors 

(four), management factors (four), relationship factors (six), organizational finance factors (five), 
marketing factors (six), and culture factors (three) (see Appendix) [5]. Surveys were then con‐

ducted in both Australia and China.

3.2. Research surveys

Research survey methods might be categorized into post mail, face‐to‐fact interview, tele‐

phone survey, web/online surveys, and e‐mail surveys [5]. With the growing popularity of the 

Internet, e‐surveys (including e‐mail survey), Internet/online/web surveys offer the possibil‐
ity of very rapid surveying, a feature that has been well documented in past research [38]. e‐

Surveys have become more commonplace [39]. Among them, e‐mail surveys are used widely 

in e‐commerce research because of two main considerations (cost and time for data collection 

or called response speed). In this research, therefore, e‐mail surveys were then conducted for 

collecting data in both Australia and China. A five‐point Likert scale (1 = Strongly Disagree, 
5 = Strongly Agree) was used for measuring these surveys. These surveys only focused on 
staff at the business managerial level.

3.3. Data collection

A total of 3143 solicitations were sent to SMEs including Australian SMEs (2040) and Chinese 

SMEs (1103) [5]. SPSS data analysis solution highlights that there is rarely a good reason for 

sample sizes above 1500 or so [40]. This is also supported by other report that samples over 

1500 are very rarely needed even in the most complex analyses [41].

Of these, 742 of businesses did not respond and could not be contacted including Australian 

SMEs (512) and Chinese SMEs (230), and 2401 of businesses could be contacted including 

Australian SMEs (1528) and Chinese SMEs (873), and a total of contact response rate for these 

businesses was 11.54% (277 out of 2401) with a usable response rate of 7.54% (181 out of 2401) 

[5]. A random sample with a size of about 200 is reliable for data obtained generally [42]. 

Therefore, the data collected in this research is acceptable with reliability.

4. Data analysis and results

Data analysis procedure comprised initial reliability analysis, validity analysis, t testing, fac‐

tor analysis, and detailed reliability analysis [5].

4.1. Initial reliability analysis and t testing

The initial reliability analysis results from Australian surveys showed that 48 items had a total 

value of Cronbach's alpha increased from 0.911 to 0.913 if the two items (F31 and F33) were 

eliminated during this reliability procedure and from Chinese surveys it showed that the 

remaining 48 items had a total value of Cronbach's alpha increased from 0.924 to 0.929 if the 

two items (F14 and F43) were eliminated. The results showed that they were strong evidence 

of very good reliability [5] (see Table 2).
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For t testing, several levels of statistical significance have been used including 0.05, 0.01, and 
0.001 [5]. The most common value used as the cut‐off for significance level is 0.05. The smaller 
the significance value, the lower the risk of rejecting the null hypothesis when it is true; how‐

ever, this needs to be balanced by the risk of accepting the null hypothesis when it is not true 

[43]. Therefore, there is a necessity to analyze data at such critical significant levels of 0.5, 0.01, 
and 0.001 separately, and then make decision on which significant level should be used [5]. 

Table 2 shows a summary of results from on‐sample t testing.

Item China (mean, t(111)) Australia (mean, t(68))

F1 (3.94, ‐0.741) (3.88, ‐1.090)

F2 (3.97, ‐0.371) (3.96, ‐0.418)

F3 (3.78, ‐2.575)* (3.41, ‐5.063)***

F4 (3.96, ‐0.470) (3.55, ‐3.875)***

F5 (3.94, ‐0.818) (3.52, ‐3.882)***

F6 (3.96, ‐0.491) (4.10, 1.223)

F7 (3.60, ‐5.043)*** (3.33, ‐6.374)***

F8 (3.88, ‐1.650) (4.13, 1.381)

F9 (3.77, ‐2.760)** (4.20, 2.414)

F10 (3.73, ‐3.473)** (4.12, 1.183)

F11 (3.90, ‐1.491) (3.87, ‐1.320)

F12 (3.93, ‐0.956) (4.01, 0.151)

F13 (3.66, ‐4.762)*** (3.90,‐1.187)

F14 Eliminated (3.86, ‐1.522)

F15 (3.24, ‐10.225)*** (3.09, ‐8.552)***

F16 (3.88, ‐1.434) (4.19, 1.852)

F17 (3.81, ‐2.241)* (4.25, 2.642)

F18 (4.06, 0.943) (4.46, 5.076)***

F19 (3.54, ‐5.793)*** (3.13, ‐7.341)***

F20 (3.79, ‐2.622)* (4.17, 1.686)

F21 (3.62, ‐5.099)*** (3.86, ‐1.276)

F22 (3.97, ‐0.403) (4.10, 1.123)

F23 (4.04, 0.638) (4.48, 6.524)***

F24 (4.01, 0.123) (4.41, 5.386)***

F25 (4.14, 2.466)* (4.25, 3.259)**

F26 (4.13, 1.892) (4.48, 4.983)***

F27 (3.60, ‐4.179)*** (3.04, ‐9.570)***
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4.2. Factor analysis and reliability analysis: identifying reasonable significance level

For making decision on which significant level should be used to increase the reliability and 
validity of the data, factor analysis and detailed reliability analysis of the data for the common 

items was then conducted at significance levels of 0.05, 0.01, and 0.001 [5], respectively.

This implies that the results for common items obtained at a significance level of 0.001 appear to 
be more reasonable than those for significance levels of 0.05 and 0.01 [5] as follows (see Table 3):

Item China (mean, t(111)) Australia (mean, t(68))

F28 (4.14, 2.173)* (4.13, 1.584)

F29 (3.98, ‐0.300) (4.12, 1.526)

F30 (3.65, ‐4.594)*** (3.62, ‐4.071)***

F31 (3.42, ‐7.007)*** Eliminated

F32 (3.96, ‐0.628) (4.13, 1.536)

F33 (3.52, ‐6.427)*** Eliminated

F34 (3.51, ‐6.545)*** (3.46, ‐7.048)***

F35 (3.62, ‐5.415)*** (3.26, ‐8.521)***

F36 (3.63, ‐5.216)*** (3.61, ‐4.021)***

F37 (3.26, ‐9.268)*** (3.52, ‐4.491)***

F38 (3.71, ‐3.558)** (3.97, ‐0.307)

F39 (3.63, ‐5.575)*** (3.87, ‐1.453)

F40 (3.74, ‐4.378)*** (4.07, 0.869)

F41 (3.97, ‐0.446) (3.99, ‐0.191)

F42 (4.03, 0.377) (4.07, 0.928)

F43 Eliminated (3.51, ‐4.179)***

F44 (4.04, 0.799) (3.99, ‐0.184)

F45 (4.09, 1.516) (3.94, ‐0.705)

F46 (3.96, ‐0.699) (4.17, 2.046)*

F47 (3.96, ‐0.649) (4.20, 2.166)*

F48 (3.79, ‐2.999)** (3.74, ‐3.007)**

F49 (3.78, ‐3.867)*** (3.62, ‐4.413)***

F50 (3.88, ‐2.009)* (3.41, ‐6.916)***

*p < 0.05.

**p < 0.01.

***p < 0.001.

Eliminated stands for item deleted during reliability analysis.

Source: see [5].

Table 2. A summary of one‐sample t testing.
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– Cronbach's alpha (0.837) at significance level of 0.001 is greater than at 0.05 and 0.01 levels 
(0.831),

– the percentage of cumulative variance for the main components (64.843%) at significance 
level of 0.001 is greater than at 0.05 and 0.01 levels (60.813%), and

– the average communality (0.65) at significance level of 0.001 is greater than at 0.05 and 0.01 
levels (0.604).

Item Mean (China, 

Australia)

At 0.05 level At 0.01 level At 0.001 level

F1 (3.94, 3.88) √ [1] √ [1] √ [5]

F2 (3.97, 3.96) √ [1] √ [1] √ [5]

F6 (3.96, 4.10) √ [1] √ [1] √ [5]

F11 (3.90, 3.87) √ [2] √ [2] √ [4]

F12 (3.93, 4.01) √ [2] √ [2] √ [4]

F22 (3.97, 4.10) √ [2] √ [2] √ [3]

F25 (4.14*, 4.25**) √ [2] √ [2] √ [3]

F28 (4.14*, 4.13) √ [1] √ [1] √ [2]

F29 (3.98, 4.12) √ [1] √ [1] √ [2]

F32 (3.96, 4.13) √ [1] √ [1] √ [2]

F41 (3.97, 3.99) √ [1] √ [1] √ [3]

F42 (4.03, 4.07) √ [3] √ [3] √ [1]

F44 (4.04, 3.99) √ [3] √ [3] √ [1]

F45 (4.09, 3.94) √ [3] √ [3] √ [1]

F48 (3.79**, 3.74**) √ [3]

No. of items 14 14 15

No. of components 4 4 5

Average communality 0.604 0.604 0.65

% of cumulative 

variance

60.413% 60.413% 64.843%

Reliability (Cronbach's 

alpha)

0.831 0.831 0.837

Note: √ means that the item was accepted during one‐sample t testing.

* p < 0.05.

**p < 0.01.

[1], [2], [3], [4], and [5] stand for the ith component.

Source: see [5].

Table 3. Summary of factor analysis and reliability analysis at significance levels.
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4.3. Results

From the final results of the original 50 research items chosen, 15 items were finally accepted 
as common CSFs for both the countries [5] and they are as follows:

— F1 (CEO IT/e‐commerce/e‐commerce marketing knowledge),

— F2 (senior staff IT/e‐commerce knowledge),

— F6 (regular staff training in the appropriate or relevant IT skills),

— F11 (flexibility of e‐commerce systems to change depending on business process),

— F12 (ability to keep up with the rate of technology change (externally)),

— F22 (the response time effectiveness/performance of an e‐commerce site),

— F25 (trust in the interface design and information displayed in a website),

— F28 (support from top management/decision‐maker),

— F29 (support from senior management),

— F32 (customer pressure/acceptance/interest),

— F41 (cost associated with keeping up to date or upgrade of e‐commerce system),

— F42 (decision‐maker's effective e‐commerce marketing plan),

— F44 (effective e‐commerce marketing strategy),

— F45 (adoption of different e‐commerce marketing strategies based on different business  
requirements/needs), and

— F48 (the consistency of graphics and backgrounds with business culture used in a website).

5. Conclusions, implications, and limitation

In conclusions, the understanding of CSFs cannot guarantee a success for using e‐commerce 

systems and gain high e‐commerce business satisfaction, but it will increase the success rate. 

Therefore, the better understanding of CSFs for using e‐commerce systems will be the key 
to measure e‐commerce success. As a result, a total of 15 items (F1, F2, F6, F11, F12, F22, F25, 

F28, F29, F32, F41, F42, F44, F45, and F48) were identified as common CSFs for SMEs to suc‐

cessfully adopt e‐commerce system, which could be adopted as an effective tool for assisting 
SMEs in effectively adopting e‐commerce systems, and as a yardstick further to develop new 
methods for measuring e‐commerce success.

The implications of this approach to practitioners are that the results should benefit the ser‐

vice industry SMEs and e‐commerce service providers (ESPs) [5] in the following ways:

• Providing SMEs that are yet to adopt e‐commerce systems a sound basis for planning the 

implementation of these systems.

• Providing SMEs adopting e‐commerce systems with tools to measure the effectiveness and 
efficiency of those systems in order to improve them.
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• Providing guidance to SMEs adopting e‐commerce systems with factors to concentrate on 

for improving or reengineering their business processes.

• Assisting ESPs to better understand the CSFs for SMEs adopting e‐commerce systems.

• Assisting ESPs to better anticipate business demands and expectations of SMEs in the 
adoption and use of e‐commerce systems—such as in future system design, development, 

and maintenance.

The major limitation with this research was the low response rate for Australian surveys. 

Reason could be that these surveys were only focused on staff at the business managerial level 
and used a relatively large number of survey items (50) [5].

6. Future research directions

The results are applicable to a specific size of enterprise (SME), a specific industry (service), 
and two specific cultures (Australia and China). Further research is needed to determine 
whether they are applicable to other enterprises, industries, and cultures.

Further research is also needed to be conducted to use the common CSFs (15) as a benchmark 

business performance indicator to develop a better and more effective measure for SMEs suc‐

cessfully adopting the e‐commerce system.

Appendix: Survey questions

• Human resource factors (six), including:

 F1.  CEO's IT/e‐commerce/e‐commerce marketing knowledge.
 F2.  Senior staff IT/e‐commerce knowledge.
 F3.  Junior staff IT/e‐commerce knowledge.
 F4.  Hiring IS/IT staff.
 F5.  Hiring e‐commerce staff.
 F6.  Staff training regularly in the appropriate or relevant IT skills.

• Information technology factors (seven), including:

 F7.  The previous experimental use of e‐commerce system.
 F8.  The compatibility and integration with the existing information system within busi‐

ness system.

 F9.  Complexity (ease of use or learning) of e‐commerce systems.
F10.  The ability of the existing information system to keep up to date or upgrade (internally).
F11.  Flexibility of e‐commerce systems changes depends on business process.
F12.  The ability to keep up with the rate of technology change (externally).
F13.  Appropriate trial time in adoption of e‐commerce system.

• Website factors (nine), including:

F14.  Outsourcing website development when time limited.
F15.  Only outsourcing the part of website services.
F16.  Business control and maintenance of website.
F17.  Website design attractiveness.

CSFs for SMEs in Measuring e-Commerce Success
http://dx.doi.org/10.5772/66564

31



F18. Website's systematic structure is clear, easily navigated, and convenient.
F19. Designing website in multilanguage.
F20. Website's high ranking in the best known search engines.
F21. Website's links with other strategic websites/pages.
F22. The response time effectiveness/performance of an e‐commerce site.

• Security factors (four), including:

F23. High level of security of e‐commerce systems.
F24. Privacy of e‐commerce systems.
F25. Trust in the interface design and information displayed in a website.
F26. Reliability of website.

• Management factors (four), including:

F27. Government support.
F28. Support from top management/decision‐maker.
F29. Support from senior management.
F30.  Flexibility of business management changes depends on e‐commerce system 

requirements.

• Business relationship factors (six), including:

F31. Competitive pressure from competitors/industry.
F32. Customer pressure/acceptance/interest.
F33. Supplier pressure/interest.
F34. Pressure/interest from collaboration/partnership.
F35. Encouragement by other agencies or government to adopt e‐commerce system.
F36. Decision‐maker's maintenance of professional links with professional associations.

• Organizational finance factors (five), including:
F37. Financial help from outside of business at the initial development stage.
F38. Return on investment (ROI) from e‐commerce investment.
F39. Financial resources priority in e‐commerce system development.
F40. Affordable access to e‐commerce system.
F41. Cost associated with keeping up to date or upgrade of e‐commerce system.

• Marketing factors (six), including:

F42. Decision‐maker's effective e‐commerce marketing plan.
F43. Firms’ ability to act globally or the resources required doing business globally.
F44. Effective e‐commerce marketing strategy.
F45.  Adoption of different e‐commerce marketing strategies based on different business 

requirements/needs.

F46. Having a positive image with a relevant business name on the Internet.
F47. Having a consistent/appealing/easy to remember Internet‐based brand name.

• Culture factors (three), including:

F48.  The consistency of graphics and backgrounds with business culture used in a website.
F49. e‐Commerce systems’ consideration of different business culture.
F50. e‐Commerce systems’ consideration of the different social culture.
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Abstract

This research was initiated by phenomenological events which were recognized in
Single  Euro  Payments  Area  payment  systems,  based  on  the  universal  financial
industry message scheme standard. This paper shows the determination of payment
systems based on their structure ǻall the way from retail users up to the Central bankǼ
and on the subject  they are dealing with ǻpayments,  forex notifications,  securities,
trade servicesǼ by universal financial industry message scheme standard. The paper
provides description of an adequate way of payment system elements creation with
potential  automation  of  industry  payment  systems  creation  that  are  of  great
importance for the society they are serving. It also demystifies these mission critical
systems creations and makes it more comprehensible for experts in various fields who
have never before had a chance to deal with the financial industry systems, and who
could,  thanks  to  their  various  expertizes,  contribute  to  the  development  of  these
systems.

Keywords: design, standardization, management, single euro payments area, univer‐
sal financial industry message, scheme, standard, payment, system

ŗ. Introduction

Payment system consists of payment instruments, bank procedures and system for assets transfer
between financial institutions so that money assets can be provided [ŗ]. Central bank, standing
at the top of the banking system, defines, regulates and directs money flows within its basic role
as financial flows regulator and controls payments systems including the most important real‐
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Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution,
and reproduction in any medium, provided the original work is properly cited.
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time gross settlement system ǻRTGSǼ. Real‐time gross settlement ǻRTGSǼ is a gross calculation
system ǻgrossȯall ordered funds are directed to the receiver by the payment systemǼ in real time
where all individual payments are calculated and performed momentarily through calculation
accounts of bank sender and bank receiver at the Central bank, as defined by the Bank for
International Settlement ǻBISǼ [Ř]. All payments through the limit given by the Central bank must
be performed via this system. Therefore, the Central bank can control the money funds it needs
so that the monetary system remains stable. RTGS is mainly, due to the listed reasons, controlled
by the Central banks. RTGS system is connected to the payment systems of banks and other
financial  institutions,  including  clearing  houses  [ř],  agents,  processing  houses  and  other
institutions set by the law. Clearing house ǻClearing House, Automated Clearing House Ȯ ACHǼ
is  a  central  location  or  central  processor  mechanism  that  financial  institutions  agree  with
regarding exchange of payment instructions or other financial liabilities as defined by BIS. Agent
is an entity that holds the ownerȂs right ǻacting for and on behalf ofǼ. In case of payment operations
agent holds rights over ownerȂs transaction account ǻacting for and on behalf ofǼ as defined by
BIS. Processing house is the provider or operator and organizes hardware and software environ‐
ment for operation execution of electronic transactions with no financial institutional attributes.
These institutions perform execution, processing, acquisition and distribution of information
regarding financial transactions. Figure ŗ depicts the RTGS payment system of the Central bank
and financial institutions along with their users.

Figure ŗ. RTGS system of central institution with defined topology of the subordinated ones.

Described RTGS system in every country belongs to the group of ȃmission criticalȄ systems.
These systems must fulfil very high criteria regarding realization, and at the same time, they
must provide maximal working comfort, reliability, high availability, scalability, modularity
and portability ǻTable ŗǼ.

All elements that must be satisfied by such a system are defined within the Core Principles for
Systematically Important Payment Systems by Bank for International Settlement [Ś].

Starting with the Central bankȂs premise, it is defined in accordance with legal regulations set
by the Parliament,ŗ by laws which are mainly within the Central bankȂs jurisdictionŘ and deeds
of Central bank payment operations unit which determine documentsȯmessage system for
financial information exchange and business processes [ś], which must be conducted in
financial message exchange.ř So far, in RTGS systems defining and implementation, there were

ŗ Law on National Bank of Serbia.
Ř ExampleǱ decision on payment operations performance based on direct debit.
ř Manual on format and message purpose in payment system operations.
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attempts to have these system problems systematized, as Denmark National bank in book
Payment Systems in Denmark [Ŝ], by all elements.

Feature Description

Reliability Every system transaction must be performed according to the defined specification. All functionalities

which are not described in the specification are not allowed to occur, i.e. it is not allowed to perform

any transaction in a way which is not described by defined specification. That is why the system must

be designed so that none of the system message is lost.

High

availability

System, regardless the environmental circumstances ǻe.g. natural catastrophes or several messages in a

time unitǼ must be available enough, usually şş.şşŝ%, meaning that ŗŖŖ% of system must be functional

şş.şşŝ% of working hours ǻe.g. in ŗŖ,ŖŖŖ working hours, i.e. Śŗŝ days, system can be unavailable for ř

hǼ.

Scalability Depending on the needs, system capacity can be multiplied by simple component multiplication.

Modularity New system functionalities are achieved adding new module functionalities not affecting the existing

ones.

Portability System components are in such correlation that one or more components can be exchanged not

affecting other components, or system, as a component, can be implemented in into another system

with no changes in the existing components.

Table ŗ. Characteristics which the system must satisfy.

Ř. Management and payment systems organization

Ř.ŗ. Management

Systems are managed by feedback information, which enables the system to transfer into
another with better condition. Feedback is based on self‐regulation, i.e., on the systemȂs ability
to maintain value of certain parameters within the approved limits.

System is managed so that it is driven closer to its optimal condition that its dynamic balance
is kept and that it is guided towards the desired results. Figure Ř depicts the way system is
managed. Driving force makes system processes produce adequate functioning resulting in
the regulator to operate with, intervene appropriately and correct the driving force.

The same regulation manner applies for payments systems and payment subsystems. Taking
the Central bank as an example we could see that the system functioning is determined by law
regulations, that driving force is money flow power and that system functioning results in
stable monetary zone. The regulator is composite and multidisciplinary. Regarding payment
system, the most important regulators are those which apply to them only, and one of those is
provided in payment system functioning rulesǱ maximal amount of payment operations order
which can be realized in the system other than the RTGS system.
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The Central bank has prescribed that orders which exceed RSD ŘŖŖ,ŖŖŖ.ŖŖ must be performed
in RTGS. Statistically, there are about ś% of all orders that exceed this value, but it includes
about şŝ% of total money that is daily exchanged among payment system participants. If this
amount was lower, RTGS system would be processing much more orders, but the total amount
of exchanged money would be slightly changed. In the beginning of ŘŖŖř the amount was RSD
ŜŖ,ŖŖŖ.ŖŖ so that the quantity of payment orders for RTGS system was critical both for the
system and for monetary stability in our country. First, the amount was changed to RSD ŗŘŖ,ŖŖŖ
and afterwards to RSD ŘŖŖ,ŖŖŖ, which led to the optimal parameter value providing stable
functioning results.

Figure Ř. System regulationȯmanagement.

Systems subordinated to the central bank system, could also serve as an example of system
regulator and they are shown in Figure ŗ as a wholesale system. Their subordinate systems
are retailŚ systems, which also contain adequate regulators. When payment systems are
designed, special attention should be given to natural regulators which belong to the system
so that the system could be managed and function keeping its dynamic balance.

The example describes management at the administration level. However, payment systems
are managed at various levels, i.e., at adequate subsystems. Subsystems can also be defined by
their classification and by their nature. One of the authorȂs classifications was used for planning
and realization of several payments systems and it is shown in Table Ř.

Every system element will be consistent, if it has the three following characteristicsǱ qualifica‐
tion, authorization and responsibility. System must be qualified, i.e., it must be able to perform
assigned functions. In order that the Central bank system could function consistently, it must
be authorized by the state parliament. Several systems can be authorized to perform the same
operations, but responsibility for the appropriate results must be assigned in a correct manner
so that each system regulator could make the correction.

Figure ŗ hierarchically depicts payment system participants, from retail participants in their
payment systems, through wholesale participants who have their own payment systems, up
to the Central bank payment system. It is a complex system that can be seen from the numerous

Ś Retailȯlegal entities and private individuals with their individual payment orders.
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participants using the system on daily basis, like Serbian described in red book ȃPayment
systems in SerbiaȄ [ŝ].

Classification Description

Hardware All material resources which do not belong to information

technologies, computer structures, active network components,

passive network components, devices that provide needed

environment conditions, required material

Software System software, application software

Personnel Bank technology staff and IT technologists enabling

technical system functioning

Organization Organization of unit performing payment operations and

organization of payment operations unit within the subject responsible

for payment system operations

Data Data on system elements, data on processing, data for processing

Standards Standards determining hardware, software, staff, organization and

data, standards which interrelate system elements

Table Ř. Element classification example of managing system.

Ř.Ř. Organization

Regarding system ownership, legal authorities or a certain body in hierarchy organization
entitled to prescribe sublegal deeds, acts and regulations, clearly defines ownership hierarchy
based on various issues and system elements. The most important is system data ownership
and it affects many other system functioning aspects. The leading role in the payment opera‐
tions ownership hierarchy is played by the Central bank. One of the data ownership chains is
represented in Table ř.

Institution Data

Central bank RTGS centre data

Data on processing in banks

Bank Bank payment system data

Data on retail user message processing

Retail users Legal entitiesǱ data on payment orders processing

Private individualsǱ data on payment orders processing

Table ř. Ownership of one country payment system data.
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Listed data groups make a unique whole and they must be kept for a long time ǻe.g. ŗŖ yearsǼ,
and in case that some data are missing, at any level, or some data ǻor data setǼ of the RTGS
system elements are seriously damaged, and it is corrected by legal and penalty regulations.
Lack of data or its damage can be considered as a serious criminal act of the data owner.

ř. Technical standards

ř.ŗ. Standard ISOŘŖŖŘŘ

ISO is national standardization institutions network. International standard ISO ŘŖŖŘŘ was
initially created by Technical Committee ISO TCŜŞ.

Standard ISO ŘŖŖŘŘȯUniversal Financial Industry Message scheme ǻUNIFIǼ is an interna‐
tional standard defining the ISO platform for financial standards development. Access, present
in the schemes of business modelling, enables users and development team to present financial
business models and related transactions formally independent of the regarding syntax. These
business transaction models are real business standards. They can be translated into physical
message of the desired syntax. At the time when UNIFI started with development, XML
ǻeXtensible Mark‐up LanguageǼ had already been the leading syntax for e‐communication.

Focus UNIFI is the international ǻcross‐borderǼ financial communication language among
financial institutions, their clients and domestic or international infrastructure included in
financial transactions processing.

That is why a repository was developed, as well as a set of standardized message schemes is
located at the ISO site, www.isoŘŖŖŘŘ.org. Standard ISOŘŖŖŘŘ repository consists of two major
partsǱ data vocabulary and business processes catalogue. Data vocabulary contains business
concepts, message concepts and data types. Business process catalogue was organized by
business fields. Communication and interaction requirements are in various business areas
and they are supported by business transactions.

Standard also include development methodology, registration process and central financial
repository organization containing UNIFI messages and their components. UNIFI standard
consists of five parts.ś If there are no UNIFI messages covering special transactions, new model
can be defined along with messages that shall be approved by UNIFI registration body. If there
is such a message in the repository, but it does not satisfy all the requirements, new message
version can be created by initiative which will adjust them to the requirements, and if it is not
possible, new messages shall be created for these requirements.

ř.Ř. Catalogue of UNIFI messages

In order that ISO defined messages become public, all UNIFI messages were published along
with all the elements describing them in detailǱ

ś See www.isoŘŖŖŘŘ.org/index.cfm?item_id=ŚŘşśř
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• Document in pdf format describing messages completelyǲ

• XML scheme of all messagesǲ

• Business examples, i.e. XML instances of every messageǲ

• Zip file containing HTML version of UML message modelǲ

• Zip file containing UML message model which is completely open and can be used with
IBM Rational Rose Ş.ś.ŖśŖŜ.ŘŞŗŗǲ and

• Zip file containing activity diagram ǻfor business flows), diagram sequences ǻfor scenario
creation) and class diagrams ǻfor messages)ǲ diagrams are available in several formats.

UNIFI message list related to the application domain are Payments, FX, Securities and Trading
messages.

ř.ř. Messages defined by the Europe Payments Council ǻEPCǼ

Relying on ISOŘŖŖŘŘ message standard, in accordance with their needs, the EPC defined
appropriate message set and that way the modification for payment systems was created.
National Bank of Serbia [Ş], for example, defined their message set in ŘŖŖř based on SWIFT
messages reducing usage range, i.e. defining its sub‐standard. Sub‐standard is defined so that
usage of given message set could be limited regarding implementation and easier message
flow control. Given set of basic EPC messages is regularly updated. There are also basic
messages given containing additional optional services. Additional optional services are the
financial organization services which are not mandatory, and can bring profit or attract clients,
and financial institutions are obliged, if they introduced them for certain clients, to perform
them to their other clients too. This access of system usage determination is enabled due to the
advantages provided by modern ICTŜ technologies. Namely, if ITŝ service was introduced for
certain subject, e.g. only administrative bans ǻbut not expenses), usage of the same services can
be disabled for other clients, too.

Ś. Complexity management through recursion

Recursion is already a well‐known conception in mathematics and computer science field. ȁIn
business environment it is rarely used explicitlyȂ, said Bernard Schiemenz [ş]. However,
recursion can be applied in complex systemsǱ using cases where inner part of the system is
hierarchically recursive ǻspecial case appearing very often in practice and especially in
payments systems domain), using cases where system objects are recursive and using cases
where there is a recursive problem which needs to be solved. We have been meeting recursive
Russian figures called ȁbabushka dollsȂ, and Figure ř represents additional examples. ȁObject

Ŝ ICTȯinformation and communications technology.
ŝ ITȯinformation technology.
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is called recursive if it contains itself as a part, and if it is defined by some of its partsȂ, as
described by Bernard Schiemenz.

Figure ř. Recursive structure based on Bernard SchiemenzȂs descriptions.

Therefore, system consists not only of elements with attributes and relations among them,
but of the fact that it belongs to some other superior system consisting of subordinate sys‐
tems, too, i.e. for each system some belonging structure can be found. Figure ř depicts a
payment system with recursive structure. System consists not only of elements with attrib‐
utes and relations connecting them, but it is also the fact that it belongs to a superior system,
and that it contains subordinate systems, i.e. that for every system there can be found a be‐
longing structure. Figure ř depicts a payment system with recursive structure. Recursive
structure can be, apart from set relations, represented in several other ways. One of the
ways is with inner brackets, so that the structure from Figure ř can be represented in the
following way, tooǱ ǻGǻD, EǻA, B, CǼ, FǼǼ. It is quite clear that a recursive object can be repre‐
sented by a recursive structure, too. It can also be reviewed in a table, with columns repre‐
senting a hierarchy level within the recursive object, and rows representing recursive
element names, as shown in Figure Ś.

Figure Ś. Table form of recursive structure for financial market in Serbia.

Based on the previous considerations, the following mathematical model of recursive structure
was createdǱ payment system of Serbia consists of payment systems at multiple levels. The
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lowest level is the level on which acquisition and final distribution of information on payment
transactions is performed. It is the retail level. The upper level is the bank level, i.e. the
wholesale level. Above the bank level is the RTGS National Bank of Serbia level. Above the
level of RTGS National bank of Serbia, there are various levels of global payment transactions
information exchange.

Payment systems of the same purpose at various levels are equivalent by their functionality.
Therefore, we can depict the basic system module in the following wayǱ

where standsfor basicmodelof thesystemBM, BM (ŗǼ

Let Fl(kǼ is a system model at k level. Let the function fl(XǼ represent a transformation function
of several system union which equals X. System transformation reflects an authorization over
the data, responsibility and assigned required qualifications conducted through prescription
of legal regulations, norms and application of other prescribed standards.Ş Reflection of fl is
such that at higher level differences Rn−ŗ reflect into a point (reflection neglects Rn−ŗ at higher
levelǼ, since these are system functions which are not subject of higher level system.

Let RX represent a system part of higher level than that of system union X, which does not
belong to the system union X.

Let us assume that the system can be realized at its lowest level using basic model as shown
in Figure śǱ

Figure ś. Graphic description of the lowest level system model.

( ) ( )0 0 0is the rest of thesystemwhichdoesnot belong toFl = fl BM R ,lN,R BM. (ŘǼ

Based on the previous considerations, level n of the system can be presented in the following
wayǱ

Ş Legal regulation, norms and other legal and technical cathegories treated as standards.
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k,l,m,nN. ǻřǼ

Model described by formula ǻřǼ can be graphically shown in Figure ŜǱ

Figure Ŝ. Graphical review of system model at n level.

ExampleǱ Let Fŗǻn−ŗǼ, FŘǻn−ŗǼ and Fřǻn−ŗǼ be three different payment systems of different banks, i.e.
systems for credit transfers, direct debit and cheque clearing, respectively. In this case, system
FlǻnǼ shall be a processing house for credit transfers, direct debit and cheque clearing. It shall
not have, for example, the liabilities prescribed by the legal regulations Rn−ŗ in which function
fl reflects into a point ǻi.e. neglectsǼ but it shall have its functions reflected in the difference Rn.
When systems Fŗǻn−ŗǼ, FŘǻn−ŗǼ and Fřǻn−ŗǼ are of the same kind, let us say direct debit, than the
formula ǻřǼ gets simplified and there is no need for the union since the systems at n − ŗ level
are equivalent so that it is sufficient to apply the transformation function to any system and
add difference Rn so that the system of n level could be made. In this case, the system of n level
is equal with any of the systems of n − ŗ level.

ś. Brief review of most important payment systems factors

Safe and efficient payments systems are the most critical segment in undisturbed financial
system functioning. Payments systems, in interbanking funds transfer sense, are the most
important payments systems and they are considered to be important payment systems. They
are basic, and often the only channel that can transfer faults in domestic and foreign systems
and markets. Robust payments systems are essential for keeping and improvement of financial
stability. In the last few years, consensus was made among main financial institutions and a
set of requirements was developed which payments systems must satisfy, promoting interna‐
tionally recognized standards and best practice regarding their design, development and
production.
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There are śŖ trillion retail transactions processed today in the Euro zone, which is two to four
times more than in cash. This transaction volume is realized by řŗś million retail users, ŗŜȮŗŞ
million small, medium and large companies, ŜŖŖŖȮŝŖŖŖ banks and other financial organiza‐
tions, at Ś.Ŝ million POSş terminals and ŘŚŖ,ŖŖŖ ATMs.ŗŖ The market and processing expenses
in banks and other financial organizations are such that there is interest for creation of a new
competitive market different from the present one, which is a kind of monopoly. In the
European Union ǻEU) there are tendencies of introducing unique payment zone where legal
entities and private individuals could perform their transactions equally as in their present
national zones, and therefore under the same conditions, with the same rights and liabilities.
European Union now consists of Řŝ member countries and four joined countriesǱ Ireland,
Norway, Lichtenstein and Switzerland, but the priority is introducing into ŗř present EU
countries. This represents chance for participation in technical and technological resources in
development of unique European payment zone.

Great global institutions for message standardization accepted XML standard as a base for
further standard development. Standard XML enables them to present their standards in an
acceptable way and make them available to a wide range of experts of adequate message
processing fields. Standard XML represents a basis for development of convergent tables for
various standards and therefore to make messages of one standard available to the systems
functioning in accordance with other standards. Convergent tables contain elements which
are mutual and those that are different in both standards in relation with another one. UNIFI
ǻISOŘŖŖŘŘ) message standard contains elements of all relevant standards and therefore plays
a key role in conversion of other standards towards a unique, generally acceptable one.

Standard XML and appropriate tools nowadays represent powerful tools in every software life
cycle, from the payment systems analysis up to their production. Tools, based on XML
ȁmaterialsȂ, included in standards ǻXML structures can be taken over from every considerably
important institution for standardization site), can also produce appropriate basic system
elements. XML structures made the implementation of payment systems more reliable, easy
to monitor and control, which can be reflected in the final function reliability and efficiency of
payment systems.

Ŝ. Solution solving methodology

In early chapters, description method was used to determine different types of payments
systems, considering the payment instrument upon which the payment system is based. Using
deduction method over economical‐financial systems, theories and reckonings which apply
to payment systems ǻstarting with the payment and payment system definition) as well as
theories dealing with research task solving applying researching techniques, a conclusion was
made that starting from general theoretical model individual payment system solutions could

ş POSȯpoint of sale.
ŗŖ ATMȯautomated teller machine.
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be produced, such as credit transfer or direct debit. The same deductive method led us to the
conclusion that every individual system, regardless of its level, can be solved in the same way.

The developed models represent verification of the predictions that were reached using
comparative methods when analysing structural and functional characteristics of various
phenomena, processes and payment system structures. Facts collected this way represent basis
for new theory set up in the field of economic financial sphere applying to payment system
problems, and even more important, the collected facts become subject of system management
theories and sciences dealing with theoretical aspects of information technology application.

Ŝ.ŗ. Analysis of credit transfers systems

The aim of this analysis is to describe a business model of one payment system type over which
a generalization could be performed and to notice business processes or payment system
functions which according to their nature differ one from another payment system type. The
noticed differences among the payment systems can be grouped in a module so that general
purpose structure is created or individually defined if special purpose payment system is to
be composed.

6.ŗ.ŗ. Decomposition of credit transfers systems

Credit transfers system is distributed at three levels, as it has already been emphasized in the
analysis of the EPC model for credit transfer shown in Figure ŝ. First level is retail user level,
process ŗ.ŗ in Figure ŝ, and it is connected with initiation processes of credit transfer, and with
banks where a system in charge of processes related with retail users is located. The second
part of the process is located in Chapter Ř, labelled as Ř.ŗ, and it deals with processes oriented
towards superior institutions for processing. Now the gap between the two systems located in
the bank is visibleǱ the part oriented towards subordinated retail part of the system and the
part towards superior part of the payment system, i.e. superior institutions. Gap is reflected
in the fact that the system part towards subordinated institutions is obliged to perform as many
as possible transactions, to be user friendly, to be helpful to users in disputable situations and
to be user oriented concerning marketing so that as many as possible transactions that can be
collected by the bank are performed. While the system oriented towards superior institution
is in such a situation that it only performs the most necessary part of transactions, finds
disputable transactions and returns them for additional auditing due to the expense risk which
could result from wrong transaction, to be pessimistically oriented towards superior institu‐
tion calculating every transaction, and to tries to optimize transactions grouping them, waiting
and collecting as many as possible transactions before the realization. Part of the system in the
bank oriented towards superior institution even tries to postpone the realization, to perform
it in the last minute, since that way minimal funds are placed out from the bank, which means
more funds remain in the bank. The same paradigm can be applied for processes Ř.ř and ř.ŗ
in a processing house, e.g. Automated Clearing House. The above‐mentioned processes and
their basic position in payments system are shown in Figure Ş. Reporting processes are
connected with legally regulated reports as well as the view the system owner finds necessary
when the system is used.
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Figure ŝ. Credit transfers context diagram ǻCTCDǼ, top two levels.

Figure Ş. CTCDȯretail system.

Retail system ŗ.ŗ is depicted in Figure Ş. Process ŗ.ŗ.ŗ payment preparation can also be
performed manually, which is usually done for private individuals and smaller legal entities,
while for other legal entities it is not performed manually, and the processes can be supported
by many equivalent products available in the market. They are equivalent since in relation
with the given transaction set, the result must be the same payment messages set. Process ŗ.ŗ.Ř
payment realization consists of standard procedural processes, such as verification of payment
information, payment message preparation, interaction with payment system, message
comparing with its response and payment verification which are also equivalent in relation
with message system because their input and output must be equal. Process input must be the
same since the final result is a standard message containing correctly determined information,
and output is the same message which regardless of the type of its components must be the
same. The phenomenology, in the Mihajlo PetrovicȂs work [ŗŖ] sense, of process ŗ.ŗ.ŗ is
interesting because it has analogue object with the RTGS system as well as later in processes
ŗ.Ř.Ř, Ř.Ř.ř, and ř.ŗ.ř, which can be the subject of a later research.

Process ŗ.Ř bankȂs retail credit transfer system starts with control of initial system parameters
set by superior institution which can consist of variable system parameters in relation with the
current situation in the whole system. This way the desired feedback is achieved within the
system, i.e. management function of the superior institution as described in chapter ŗ.ŗ.ŗ. If
there was not this automated process, a subordinate institution would not be able to avoid
their liabilities regulated by legal or sublegal deeds and it could jeopardize its existence. By
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comparing Figures ş and ŗŖ, we can see that certain processes are repeated and that they are
completely the same in their functionality.

Figure ş. CTCDȯbankȂs retail credit transfer system.

Figure ŗŖ. CTCDȯbankȂs processor credit transfer system.

By comparing Figures ŗŖȮŗř, we can also notice that some processes are repeated and that they
are completely the same in their functionality.

Figure ŗŗ. CTCDȯprocessorȂs net system.

Figure ŗŘ. CTCDȯprocessorȂs gross system.
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Figure ŗř. Generalization of the first two levels.

6.ŗ.Ř. Generalization of first two levels

Based on analyses described in the previous chapter and considering the fact that for every
transaction, regardless of its type, there is initiation, clearing and settlement, so that a gener‐
alization can be made by the type of transactions that are processed, i.e. by payment instrument
which is being used, as it is shown in Figure ŗř. Therefore, regardless of the payment instru‐
ment that is used ǻcredit transfer, direct debit, cardsǼ process steps and their relation would be
the same. In the following analyses of diagram showing data flow there is generalization by
process depth that can be noticed.

ŝ. Usage of software tools in application of standards

Global institutions for standardization set standards and make them available to the whole
community, Figure ŗŚ. Lately, we can notice other organizationsȂ initiative to adjust their
products and to enable the usage of material which standardization institutions made available
and free of charge.

Figure ŗŚ. camt.ŖŖŞ.ŖŖŘ.Ŗŗ.xsd scheme on ISOŘŖŖŘŘ site with instance.

The following text provides description of one of the ways for using standardization elements
in system element creation using tools that are available in the market or as open source. This
shall be shown on a general example containing all necessary elements so that we can make
the conclusion that it is also possible for other cases.
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Let us start from the basic materialȯXSD scheme which is on ISOŘŖŖŘŘ site [ŗŗ]. In this example
we shall use the scheme RequestToCancelPayment ǻcamt.ŖŖŞ.ŖŖŘ.Ŗŗ.xsdǼ with its appropriate
instance, as it is shown in Figure ŗŚ. The structure of the scheme is shown in tool Altova
XMLSpy in Figure ŗś.

Figure ŗś. Structure of payment cancellation request XSD scheme.
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Alexis Smirnov showed how objects and data relation structure can be unified using the XDS
scheme as a basis for object relation mapping [ŗŘ], i.e. a way to create data base structure using
XSD file. Figure ŗŜ depicts the tool XSDŘDB used by Alexis Smirnov and author group ǻthe
object as well as the source code could be found on the InternetǼ applied to the RequestTo‐
CancelPayment scheme.

Figure ŗŜ. Database model creation using tool with XSD scheme.

Schemes are taken over from ISOŘŖŖŘŘ organization normalized XML documents, as described
in LazarevicȂs book [ŗř], so that there are two solutions in tool usageǱ ǻŗǼ to normalize XML
documents and then create conceptual database model or ǻŘǼ to create database from the
existing XSD scheme and afterwards normalize the database scheme. Figure ŗŜ shows where
the tools can be taken over, tool abilities, the structure material of database and the way
database structure was created.

Database model, shown in Figure ŗŝ, is not normalized and corrections and normalization are
necessary so that model of satisfactory characteristics could be obtained. By comparing the
XSD scheme structure in Figure ŗś and the database model in Figure ŗŝ, we can also compare
the structures.

If there is a XSD scheme, and an appropriate database structure, it is possible, using the tools,
to achieve the application structure for input, editing and deletion in the appropriate instance
database. For that purpose tools Altova MapForce can be used where XSD structures are
mapped into the database structure, Figure ŗŞ.
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Figure ŗŝ. Database model created with XSDŘDB tools.

Figure ŗŞ. Mapping of the XSD scheme and database scheme.
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Mapping of camt.ŖŖŞ.ŖŖŘ.Ŗŗ.xsd structure into the database structure from Figure ŗş is shown
in Figure ŘŖ. The mapped structures can be used for the generation of appropriate application
structure in several program languages, as shown in Figure Řŗ, for generation of source code
in C# program language. When generation take place the information on instance from
ISOŘŖŖŘŘ site, camt.ŖŖŞ.ŖŖŘ.Ŗŗ.xml, containing test data, was used.

Figure ŗş. Selection of program language for database access code generation.
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Figure ŘŖ. Successfully generated application structure.

Figure Řŗ. Successful updating of database by camt.ŖŖŞ.ŖŖŘ.Ŗŗ.xml instance.
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Starting console application databases are updated and Figure Řŗ shows successful input of
camt.ŖŖŞ.ŖŖŘ.Ŗŗ.xml instance into the database structure.

Source code of a test console application generated with tools Altova MapForce is as followsǱ

using System;
using System.Collections;
using System.Data;
using Altova.Types;
using Altova.Functions;
namespace Mapping
ǿ

public class MappingConsole
ǿ

public static void Main(string[] args)
ǿ

Console.Out.WriteLine(“Mapping Application”);
try
ǿ

TraceTargetConsole ttc = new TraceTargetConsole();
MappingMapToUniversalDB MappingMapToUniversalDBObject = new Mapping-
MapToUniversalDB();
MappingMapToUniversalDBObject.RegisterTraceTarget(ttc);
MappingMapToUniversalDBObject.Runǻ

“C:/Documents and Settings/Slobodan/Desktop/xsd2db/xsd2db/bin/
Release/camt.008.002.01.xml”,
“Provider=SQLOLEDB.1; Data Source=SOLARIS; Initial Catalog=Univer-
salDB;Integrated Security=SSPI;Persist Security Info=False;”);
Console.Out.WriteLine(“Finished”);
}

catch (Altova.UserException ue)
ǿ

Console.Out.Write(“USER EXCEPTION: “);
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Console.Out.WriteLine( ue.Message );
System.Environment.Exit(1);
}

catch (Exception e)
ǿ

Console.Out.Write(“ERROR: “);
Console.Out.WriteLine( e.Message );
Console.Out.WriteLine( e.StackTrace );
System.Environment.Exit(1);
}

}

}

class TraceTargetConsole: Altova.TraceTarget ǿ

public void WriteTrace(string info) ǿ

Console.Out.WriteLine(info);
}

}

}

In generated testing console application there is a code which can be used in any application
system for work with database over which it was constructed. The same can be applied for all
other schemes given on ISOŘŖŖŘŘ site as well as for other XSD structures.

This example shows that the elements with satisfactory characteristics can be obtained if XSD
structures are used with given standards applied. All received payments systems elements
described exist in many versions, with special market characteristics. Obtained elements
represent good foundation for project development but also for development of new charac‐
teristic tools which could even more automate the development of payments systems appli‐
cation elements.

Ş. Realization

A short description of possible payment system realization is provided in the task defined in
Section Ş.ŗ and in the task solution in Section Ş.Ř.
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Ş.ŗ. Task

Basic task can be formulated as followsǱ

Specify and develop a payment system for X at level Y.

Ş.Ř. Solution

The standard system for message transfer can solve the problem of distributed systems
concatenation. The problem that should be solved for implementing the system is shown in
Figure ŘŘ. Therefore, there is a system class isolated which needs a solution.

Figure ŘŘ. Successfully isolated problem class which should be realized.

8.Ř.ŗ. System specification for X

ǻaǼ Separator

Its function is to separate the messages observing whether the message is allowed, to which
processing it is directed, to what kind of system, etc., Figure Řř.

Figure Řř. General specification of system subunits.

ǻbǼ Loader

Its function is to connect system subunits considering the subunitȂs place within the system,
structure of the required input‐output data and their necessary adaptation, Figure Řř.

ǻcǼ Processor

Performs basic system processing, in addition, up to the extractor specification, the separated
processes are listed at their Y levels, Figure ŘřǱ

Payments Systems Determination by Universal Financial Industry Message Scheme According to Single Euro...
http://dx.doi.org/10.5772/66250

59



ŗ. Retail level

ŗ.ŗ. User’s level

ŗ.Ř. Bank’s level

Ř. Net level

Ř.ŗ. Bank level

Ř.Ř. Processing house level

ř. Gross level

ǻdǼ Extractor

Its function is to connect system subunits regarding the subunitȂs place within the system,
structure of required input‐output data and their necessary adaptation. The difference between
extractor and loader is the subunit adaptation direction. At this abstraction level they cannot
be exchanged with adapters since the adapters would be more complex than the whole system
due to the solving of potential danger caused by semantic connection of input and output and
perpetual mobile paradigm ǻtherefore, if such an adapter was to be connected with itself it
would have to perform the adaptation of itself to itselfǼ, Figure Řř.

ǻeǼ Integrator

Its function is to unify, in a given manner, set of messages for transport level, Figure Řř.

ş. Conclusion

The described methodology for payment and other system determination and development
was realized like pilot project in the National Bank of Serbia and Association of Serbian Banks
[ŗŚ]. In domain of payment messages generation, transport and receipt, as well as of processing
of consisting financial transactions, system was prepared for development or test environment.

In this paper, there are also information technologies for which it is expected to improve their
development processes in payments systems domains as followsǱ ǻaǼ uniformed application
in domain model for distributed functionalities, ǻbǼ domain of the state‐of‐the‐art analytical
payment systems application, ǻcǼ state‐of‐the‐art technologies implementation, ǻdǼ implemen‐
tation of financial industry IT standards, ǻeǼ in financial message transport processes and ǻfǼ
in IT improvement of financial messages processing.

The paper is dedicated, before all, to the professionals in the field of systems, especially systems
based on standard messages, system optimization, modern financial systems and innovations
in financial field, then to the financial institutions management, management of ICT compa‐
nies, business analysts in financial institutions, system analysts and project leaders, as well as
all others who think about the paradigm called systems based on business messages.
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Abstract

The popularity of e‐commerce sites has increased the availability of product reviews, 
most of which are overlooked by customers because of their large number. Opinion min‐
ing, a discipline that aims to extract people's opinions regarding some topic from reviews, 
was developed to address this situation. However, the individual interpretation of the 
reviews is not enough to take advantage of the massive datasets available on the web; a 
meaningful summary of the set of opinions is necessary to give users an overall insight 
into the opinions. We propose a system to extract information from Amazon product 
reviews, which focuses on a time‐varying comparison among different brands in a given 
Amazon product department. In this system, the results are summarized so that users 
can get a representative and detailed overview of the opinions of (possibly) hundreds 
of other users regarding the strong and weak points of several brands. This information 
can be used by customers who want to find high‐quality products, or by the enterprises 
themselves, which could find the aspects with a higher impact in the public perception.

Keywords: e‐commerce, temporal evolution, brand perception, aspect‐level sentiment 
analysis, Amazon product reviews, summarization

1. Introduction

In the past 5 years, thanks to the progress in communication technology, the act of publish‐

ing opinions about topics or products on the Web has become increasingly popular. These 

opinions are generated by users in the form of reviews, and they are published in places 

such as specialized websites (including Amazon, Barnes and Noble, and Best Buy), blogs and 

microblogs, comments in social networks, and critiques in specialized magazines (e.g., Nature 
[1]). For example, in Amazon, the number of reviews published per year in the electronics 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
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 department has increased from around half a million in 2010 to more than two and a half mil‐

lion in 2013 (data taken from Ref. [2]). Experts in big data predict an increase of around 4300% 

in the yearly data production rate by 2020 [3].

Although most of these opinions are published in the form of text, their presentation in other 

formats such as images and videos is growing in popularity (e.g., some people use YouTube 

to publish videos in which they present their experiences with certain products).

In this chapter, the word opinion refers to the assessment some user has on something (a topic or 

product); and the word review refers to the text or, in general, the content from which the opin‐

ion can be extracted in whichever format it is presented. Analyzing these opinions is the main 

objective of opinion mining. The analysis of these opinions can be helpful in contexts as follows:

1. Production: here, opinion mining can be used to find defects in a product or aspects that 
are prone to be enhanced. For instance, a cell phone can be made with a sturdier material 

if users complain about its fragility.

2. Customer service: here, the satisfaction of users (buyers, tourists, etc.) can be measured using 

their comments. For example, the selection of entertainment content offered to passengers in 
an airship can be improved if their tastes in music or movies are inferred from their reviews 

about previous flights; and the packaging of products for their delivery might be improved 
if many users report having received their orders in a bad condition (damaged, bent, etc.).

3. Entertainment and sport industries: the impact of advertisement on a certain audience can 

be increased by using their favorite artists and sportsmen in ads. For example, comments 

about an artist in social networks can help in predicting the impact of using him or her in 

an ad about clothing for teenagers.

Sentiment analysis is the core of opinion mining. The main goal of sentiment analysis is to 

classify the sentiments expressed in the opinions of users with regard to something (e.g., 

some topic, some product, or an aspect of a product), i.e., to find the polarity of the opinions. 
Sentiment analysis can be carried out at different granularity levels (Figure 1): in the low‐

est level of granularity, the opinion contained in the entire document (review) is extracted 

and classified as a single sentiment; in higher levels of granularity, the opinions contained 
in individual paragraphs or sentences (or video segments in the case of video reviews) can 

be extracted and classified; in the next level, the opinions regarding particular aspects, i.e., 
properties of the product in question, are analyzed. For example, consider a mobile phone, its 
screen and its battery are aspects of the phone. As the level of granularity of sentiment analy‐

sis increases, the extracted sentiments become more detailed and more relevant as a source 

of information; however, the complexity of the sentiment analysis algorithms also increases.

Once the classification stage is over, the next step is a process known as summarization. In 

this process, the opinions contained in massive sets of reviews are summarized. This task 

can be approached from different perspectives depending on the kind of information that 
is of interest to the users. The simplest forms of summarization produce naive aggregate 

results for sets of reviews, such as a count of total positive opinions versus total negative 

opinions. Other approaches extract representative sentences or show the words that are most 

frequently mentioned by users in the reviews. Other approaches, such as the one proposed 
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here, reveal the relationships between the products or topics and extract additional relevant 

information from the reviews. An image depicting the opinion mining stages can be found 

below (Figure 2).

Figure 1. Levels of granularity of opinion mining.

Figure 2. Opinion mining process.
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2. Problem statement

Knowing the opinions of users about a brand and its products is useful in many situations; 

e.g., people often search for information regarding the strong and weak points of some brand 

in a group of products (department) before actually purchasing them; companies (brands) 

seek data about the aspects of their products that should be improved in order to satisfy 

their customers and increase their market share in that product department. The opinions of 

users can be used as a measurement of the quality and the experience of a company in a set 
of products; this might be of interest for potential employees pursuing professional growth in 

a certain field. In these situations, the need for tools to summarize high volumes of product 
reviews is evident.

Product reviews are a key in identifying the aspects of a product from which opinions origi‐

nate and in establishing a comparison between products, product departments, and brands. 

In order for these comparisons to be valid, the sentiment analysis has to be executed over 

either the same product, or a set of products in the same department, or a group of brands 

with some product departments in common. This enables the use of domain‐specific classi‐
fiers, which usually yield better classification results than their cross‐domain counterparts [4].

For the sake of illustration, a product department (e.g., mobile devices) common to two 

brands is considered (e.g., Sony and Samsung). Given a list of product reviews and a set of 

aspects shared by all the products in this department (e.g., their battery and their display), 
we like to find, for each brand, the opinions with regard to each particular aspect. Moreover, 
in order to facilitate the analysis of the evolution of opinions in this product department, 

the user perception in different time intervals is aggregated and displayed. This enables, for 
instance, the discovery of periods of time in which a radical change in the public perception 

of some brand occurred. This information can be used to recognize aspects that caused the 

sudden opinion changes.

For the proposed analysis, which includes using a machine learning model trained with 

real‐world data, both the domain and the format of the reviews must be known in advance. 

Regarding the first point, only reviews of products that belong to the same department should 
be used. Regarding the second point, only texts written in natural language (which is the 
usual format of product reviews in websites such as Amazon, Barnes & Noble, and Best Buy) 

are considered. The use of this format requires some additional processing before execution 
of the sentiment analysis, including the extraction of the linguistic elements of each review, 

which can be handled using existing tools.

The algorithm proposed in this chapter yields these key pieces of information:

a. A summary, in the aspect level, for a set of reviews about products in some target department.

b. A comparison of the summaries obtained for different brands.

This analysis can be used by both companies and clients: to the former, it is a reliable way to 

find aspects in their products that can be leveraged to obtain competitive advantage over other 
companies; to the latter, it is a useful source of advice in the search for high‐quality products.
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3. Related work

In recent years, several authors have proposed different approaches for opinion mining. Some 
of them focus on sentiment analysis [5–7], others in summarization [8], and some others in 

the observation of the evolution of opinions [9, 10], among other topics. Some terms of high 

relevance in related research are defined in the next section.

3.1. Preliminary concepts

3.1.1. Dependency grammar

Dependency grammar is an approach for the analysis of natural language sentences. It is 

based on the idea that each word in a sentence, except for the finite verb, directly depends 
on some other words through a grammatical relation. These relations link together words 

that are structurally related even if they are not adjacent in the sentence. For instance, in 

the sentence “I really like my overall experience with my Samsung S6,” there is a relation 

(called nominal subject) between the words “I” and “like” [11]. The Stanford Parser API can 

generate a dependency graph for any input sentence as a means to represent these depen‐

dency relations; however, since it uses a machine learning model to identify the depen‐

dencies, the results are not always accurate and are sensitive to punctuation and spelling 

mistakes [5].

3.1.2. Direct neighbor relation

Two words are said to be connected through a direct neighbor relation if they are adjacent and 

neither of them is a stop word, i. e., frequently used words without a meaning of their own, 
such as articles, pronouns, and some prepositions [6].

3.1.3. Machine learning and classifiers

Machine learning facilitates the adaption of models to different domains and datasets. 
Automatic classifiers are an example of this kind of application. Once the model of the classi‐
fier has been trained, it can take an object as input and then output a prediction of the class to 
which the object belongs.

3.1.4. Clustering

A cluster is a collection of elements that are related according to some criteria (e.g., closeness). 

In sentiment analysis, clustering can be used to abstract and simplify opinions in order to 

facilitate their classification.

3.2. Aspect‐level sentiment analysis

In Ref. [6], a method is presented for obtaining the polarity of opinions at the aspect level by 

leveraging dependency grammar and clustering. Their work is the base for the sentiment 

analysis method proposed in this chapter.
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3.2.1. Clustering

The clusters proposed in Ref. [6] consist of a head (the target aspect or, in their terms, the target 

feature) and a set of words that describe the head, called opinion words. In their approach, to 

find the cluster of opinion words for some target aspects, the following procedure is used: a 
graph is built using the dependency relations (which can be found using the Stanford Parser 

API [5]) and direct neighbor relations; then, a cluster is created for each noun, and then each 

word is attached to the cluster of the closest noun in the relations graph; finally, the clusters 
that are close to the cluster of the target aspect are merged with it. The clusters are close if their 

heads are separated by less than some threshold distance θ in the relations graph; making 

the threshold too small would result in an important loss of information; on the other hand, 

making it too large would result in the cluster including (almost) all the words in the sentence, 

thus making clustering pointless. The tests presented in Ref. [6] showed that the optimal θ for 

aspect‐level sentiment analysis of product reviews is 3.

3.2.2. Summarization of opinions by brand

In Ref. [12], a method is proposed to detect events linked to some brand within a period of 

time. The authors use the term event to refer to topics that rise in popularity on microblogs 

during short‐time intervals (a day, a few hours, etc.), e.g., the final match of a football tour‐

nament or the new song of a famous artist. Although their work can be manually applied to 

several periods of time, the temporal evolution of the opinions is not explicitly shown by their 

system. Moreover, the information extracted by their model is more closely related to the 
brand itself than to the aspects of products of that brand.

3.2.3. Temporal evolution of the opinion

This topic has been approached in Refs. [9, 10]. Understanding which aspects are the most 

influential in the change of opinion polarity is of utmost importance. Systems aimed at pre‐

senting the temporal evolution of opinions are often accompanied by a visual aid as a way to 

give end users a more intuitive representation of the results, as opposed to raw numbers. The 

approaches proposed by Cao et al. [9] and Schouten et al. [10] take this into account; however, 

there are important differences between their system and ours in both the domain (in their 
case, politics and hotel and catering industry, respectively) and conceptual aspects. In Ref. 

[9], e.g., the system focuses on politics and on the detection of events (such as recent politi‐

cal speeches or voting results announcements), and the reviews under analysis come from 

microblogs. On the other hand, in [10], the domain is the hotel and catering industry, and the 

main contribution of their approach lies in the visualization of changes of the general opinion 

in several dimensions (spatial, temporal); for instance, one of their charts compares different 
kinds of trips and groups the results by country of origin of the reviewer.

3.2.4. Classifiers

Machine learning‐based classifiers are more versatile than their deterministic counterparts 
in practice due to the possibility of training them automatically for any domain as long as an 
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appropriate dataset is available, i.e., a dataset that is large enough and is correctly labeled. 

Among the applications of machine learning for data mining, the most frequently used mod‐

els are Naive Bayes, SVM, and Logistic Regression. The first one is renowned for its precision 
in dealing with small datasets [13]; the second one, on the contrary, is very precise for large 

datasets because of its low bias [13], but in order for it to work correctly, the objects with 

different labels must be clearly divided into two separate clusters in the space given by their 
features, i.e., there must be a clear gap between the classes; the third classifier has a low bias 
and a high variance, and it can be found in different variants such as MaxEnt and Softmax. 
The Logistic Regression classifier is very useful in the case of opinion mining since it can 
adapt to the most common kind of datasets in sentiment analysis: those with blurred borders 

between classes.

3.5. Other related work

Similar systems have been proposed in the past by other authors trying to tackle different parts 
of the problem our system attacks, but they are focused at specific parts of the opinion min‐

ing pipeline and have a more limited scope. A table listing a few representative approaches is 

presented below (Table 1).

Ref. Granularity 

level

Polarity 

extraction 

technique

Main contribution Input data Polarity 

evolution

Summarization 

and comparison 

between brands

Brand‐related 

events detection, 

classification and 
summarization on 

Twitter

Document* SVM A technique that 
can be used to 

detect events 

in microblogs; 

summarization 

technique that 
takes into account 

for three kinds of 

polarities: positive, 

neutral, and 

negative

Twitter No No. Only 

summarization 

by event is 

considered

SocialHelix: 

visual analysis 

of sentiment 

divergence in 

social media

Document* Multinomial 
Naive Bayes

Novel visualization 

technique to show 
changes of opinion 

over time for 

different classes of 
users (e.g., social 

groups, political 

parties, etc.)

Twitter Yes Not for brands, 

but it does for 

classes (groups) 

of users

OpinionSeer: 

interactive 

visualization of 

hotel customer 

feedback

Aspect/feature Dictionary 

of words 

previously 

marked as 

positive or 

negative

Visualization 

technique for the 
generated summary 

using figure 
segmentation, point 

scattering, and 
transparencies

Trip advisor Yes No. It focuses on 

tourism
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4. Proposed system

The proposed system transforms a set of reviews (in the form of natural language) into a sum‐

mary of the opinions in order to facilitate their comprehension. The process can be broadly 

described in three steps as follows:

1. A set of reviews for products of different brands in the same department are collected; by 
constraining them to one department, most of the aspects can be assumed to be shared 

by the reviewed products, thus reducing the ambiguity that would arise if products from 

multiple domains were grouped and analyzed together [7].

2. The aspect‐level sentiments contained in the reviews are extracted by using a combination 

of machine learning techniques.

3. A detailed summary is generated for each brand in order to show its strengths and weak‐

nesses in regard to that department.

A more detailed explanation of each step is presented in the next section.

4.1. Auxiliary algorithms

In the first step, reviews about products in the same department are taken from a database of 

Amazon user reviews, such as [2]. This database contains almost 20 years (1996–2014) worth 

of reviews extracted from the electronics department, which have been preprocessed for eas‐

ier handling in opinion mining research. The dataset contains not only the plain text of the 

reviews but also important metadata such as the brand of the product and the helpfulness index 

of the review. This helpfulness index, which is characteristic of sites such as Amazon and 

YouTube, is the quotient between the number of positive votes given to the review and the 
total number of votes it has received [2].

Ref. Granularity 

level

Polarity 

extraction 

technique

Main contribution Input data Polarity 

evolution

Summarization 

and comparison 

between brands

Feature specific 
sentiment 

analysis for 

product reviews 

{referencia}

Aspect/feature Machine 
learning, rule 

based

Aspect‐level 

polarity extraction 

technique with 
dependency 

relations

Datasets from 

‘‘Exploiting 

Coherence 

for the 

Simultaneous 

Discovery of 

Latent Facets 

and associated 

Sentiments 

“(Lakkaraju 

et al.) and 

“Mining and 
Summarizing 

Customer 

Reviews” (Hu 

et. al.)

No No

Table 1. Other related work.
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The next step is the extraction of sentiments at the aspect level, which is accomplished 

by leveraging the Stanford Parser API for natural language processing and the clustering 

 algorithm presented in Ref. [6]. The process for obtaining the clusters will be illustrated with 

an example:

Let r = (x, t, p, h, b) be a review, where:

• x := review text

• t := time in which it was published

• p := name of the product

• h := helpfulness index = [positive votes, total votes] = [h+, htotal]

• b := brand of the product

An instance of r could be:

{

x: “I really like my overall experience with my Samsung S6, but it runs out of battery power in no 
time.”,

t: “02 10, 2010”,

p: “Samsung S6”,

h: [3, 4],

b: “Samsung”

}

The next step consists in passing the review text (x) as input to the Stanford Parser API in 

order to obtain the dependency relation graph, to which the direct neighbor relations will be 

added. The graph obtained for the example review is shown in Figure 3.

Figure 3. Graph obtained for the example review with direct neighbors and dependency grammar relations.
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If the review contains more than one sentence, the Stanford Parser returns a separate graph 

for each one. Thus, for each text x, the API will return a set of graphs G = {g
1
, …, g

k
}, where k 

is the number of sentences x contains. Each relations graph g will be used to build the clus‐

ters that are sent as input to the classifier for sentiment analysis. The algorithm proposed in 
[6] for the construction of the clusters will be described next, along with an example of its 

results.

Let A = ǿscreen, battery, design, signal, and camera} be the set of target aspects for the senti‐
ment analysis, which must be nouns; this set is defined by the analyst. For each a ∈ A in g, an 

opinion word cluster will be produced through the getCluster algorithm, which is described 

in Algorithm #1 (Table 2).

 Begin 

  Let N be the list of nouns in the graph g .   

  For each   n  
i
     ∈  N : 

   Make   n  
i
    the head of the ith cluster,  c  

i
    . 

   For each word w  ∈  (g  −  (N   ∪        {  s  |   s is a stopword }   ) ):  

   k  ← arg  min  n  
i
   ∈ N   {  dist  (  w,    n  

i
   )    }   , 

   where dist( w  
1
  ,    w  

2
   )  is the number of edges in the shortest path between   w  

1
    and   w  

2
  . 

   Add w to   c  
k
  . 

  For each   c  
i
   : 

   For each   c  
j
    with i  ≠  j and   n  

j
     ≠  a : 

   Merge     c  
i
    with   c  

j
    if dist( n  

i
  ,    n  

j
   )   <  θ 

  Return the cluster  

 End 

In our example, with a = “battery” and θ = 3, this cluster is obtained: battery: ǿruns, out, power, 
time, and no} (Figure 4). All the clusters for this graph are presented in Figure 5.

Notice that the example sentence contains two opinions, one about the battery and the 
other about the product in general; however, this global opinion is not captured by the 

Algorithm: getCluster(a, g, θ)

Input:

a: target aspect

g: relations graph for the sentence

θ: closeness threshold

*the relations graph used in this example was based on the sentence “I really like my overall experience with my Samsung S6, but 

it runs out of battery power in no time.”

Output:

Opinion words cluster for a. Example:

 battery:ǿruns, out, power, time}

Table 2. Algorithm #1: getCluster.
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aspect‐specific algorithm unless “Samsung S6” is treated as target aspect. With this in 
mind, the original algorithm was modified by adding a preprocessing step before the con‐

struction of the graphs as suggested by [12]. During this process, a family of sets A* = (A
i
*) 

i ∈ A is defined. This family contains sets of synonyms and common misspellings of the 
nouns in A. The elements in these sets will be replaced by the corresponding element in F 

in order to increase the accuracy of the analysis. In addition, nouns such as product, buy, 

and the name of the product are replaced by the pseudo noun #General, which is also given 

a set of words in A* (the number sign is used to avoid ambiguities when the actual word 

General is present in a review); this can be seen as a particular case of synonym replace‐

ment, but it serves a different purpose: it intends to capture the opinions that are not linked 
to specific target aspects but are still expressed by users and thus should not be ignored. 
For the example given above, one possible A* would look like this: A* = {#General : {prod‐

uct, buy, purchase}, screen : ǿdisplay, scren, sreen}, battery : ǿbattery power, power, batery, 
charge}, design : {appearance, desin}, signal : {reach}, camera : {lens, photograph, camra}}. 

After preprocessing the original x, the result would be:

Figure 4. Cluster obtained for the battery aspect.

Figure 5. Resulting clusters for all the nouns in the relations graph.
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“I really like my overall experience with my #General, but it runs out of battery in no 
time.”

Had the #General been omitted, an important part of the review, corresponding to overall 
satisfaction with the product, would have been missed by the system, thus leading to inac‐

curate understanding of the opinions. The function used to preprocess the review text will be 

described in Algorithm#2 (Table 3) preprocess.

 Begin 

  Add the name of the product,  p,  to the set corresponding to #General in the local   A   * . 

  For each word w  ∈  x : 

   For each aspect a  ∈  A : 

    For each   a   *    ∈    A  
a
  *  : 

     If w  =    a   *  :  replace w with a. 

 End 

For our example, once x is preprocessed, the Stanford Parser API returns the graph, as shown 

in Figure 6:

Figure 6. Graph obtained for the example review after running the preprocess algorithm.

Algorithm: preprocess(x, p, A, A*)

Input:

x: review text

p: name of the product

A: set of target aspects

A*: family of synonyms and common misspellings

Output:

Preprocessed review text. Example:

 “I really like my overall experience with my #General, but it runs out of battery in no time.”

Table 3. Algorithm #2: preprocess.
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Notice that the direct neighbor relations connect words that are intuitively related, such as 

“but” and “#General” (highlighting contrast in this case), but which are not linked by depen‐

dency relations according to the Stanford Parser. Also notice that other intuitive relations such 

as the one between “battery” and “out” are captured by the dependency rules but not by the 
direct neighbor relations.

After running getClusters algorithm on this new graph, two clusters are obtained: one for bat‐

tery (Figure 7) and another one for #General (Figure 8). All the clusters in the preprocessed 

graph are presented in Figure 9.

4.2. Main procedure

The proposed system uses the procedures presented above to generate a comparative 

report showing, for each brand, the evolution of opinions regarding each aspect in the 

set of target aspects. For the sentiment analysis, i.e., polarity extraction, any classification 
algorithm that is well suited to the problem (as described in previous sections) can be used. 

Figure 7. Cluster obtained for the battery aspect after running the preprocess algorithm.

Figure 8. Cluster obtained for the #General aspect.
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Logistic Regression and a tweaked SVM that supports overlapping classes are both pos‐

sible approaches. The getPolarity() function used below represents the invocation of one 

such procedure over a bag of words, which will result in a polarity of either +1 or –1. The 

following algorithm (Table 4) shows the integration of each of these procedures and shows 

the proposed summarization scheme, which uses online algorithms to compute the mean 

and an approximation of the variance in a single iteration over the entire dataset (after 

training). This summarization scheme will ignore the reviews that have no nouns in com‐

mon with the set of target aspects because all the present nouns cannot be guaranteed to 

refer to the product itself; reviews with zero positive votes and one or more negative votes 

are also ignored altogether because they contain information that all the readers consid‐

ered useless. Unless stated otherwise, all the matrices have initial values of zero in every 

position.

Algorithm: summarize()

Input:

d: target department

I: list of time intervals

B: set of brands to compare

R: set of reviews

A: set of target aspects

A*: family of sets of synonyms and common misspellings

These parameters will be described in more detail below.

Output:

M: matrix of mean polarities for each target aspect.

V: matrix of variance in polarities for each target aspect.

These matrices will be described in more detail below.

Table 4. Algorithm #3: summarize.

Figure 9. Resulting clusters for all the nouns in the relations graph after running the preprocess algorithm.
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Let d be the target department; e.g., electronics.

Let TI be the list of time intervals, which depends on both the time spanned by the reviews set 

and the length or amount of intervals defined by the user. For example, if the reviews have 
been published between the 10th of February of 2010 and the 9th of March of 2010, the user 
may choose to split this time span, e.g., in four intervals (in which case each interval would 

have 7 days) or in intervals with a length of 2 days (in which case, 14 intervals would be cre‐

ated). For the current example, TI contains four intervals of 7 days.

Let B be the set of brands, e.g., M = {Samsung, Sony}.

Let R = (r
i
) be the set of reviews, A, A*, and G the sets defined in section ǿ4.1}. In our example, 

R is

R = [{x: “I really like my overall experience with my Samsung S6, but it runs out of battery 
power in no time.”, t: “02 10, 2010“, p: “Samsung S6”, h: [3, 4], b: “Samsung” },

{x: “The charge does not even last for a single day.”, t: “02 15, 2010”, p: “Samsung Galaxy 

Note”, h: [18, 19], b: “Samsung”},

{x: “Best product ever!”, t: “02 18, 2010”, p: “Xperia Z5”, h: [13, 20], b: “Sony”},

{x: “Great improvement with the battery life. The rest of the product remains amazing as 
always.”, t: “02 19, 2010”, p: “Samsung S7”, h: [45, 45], b: “Samsung”},

{x: “The Samsung S7 is so much better than the S6.”, t: “02 25, 2010”, p: “Samsung S7”, h: [0, 

0], b: “Samsung”},

{x: “Even though the Xperia is too heavy, I really like the camera and the battery life in this 
phone!”, t: “03 08, 2010”, p: “Xperia Z5”, h: [50, 52], b: “Sony”},

{x: “The display is just amazing!”, t: “03 08, 2010”, p: “Samsung S7”, h: [0, 0]}, b: “Samsung”}]

The following matrix will be used as an auxiliary variable in our algorithm:

(a) N: matrix of extracted polarities count. This stores the total number of extracted polari‐

ties indexed by brand, time interval, and target aspect at a given point in the execution 

of the algorithm.

The following matrices will be the output of the summarize() function:

(b) M: matrix of mean polarities. This is obtained by using an online algorithm to compute 

the mean of the polarity (sign) times the weight given by the helpfulness.

(c) V: matrix of variances for the polarities. These approximate variances are computed by 

using an online algorithm.

 Begin. 

  Let R be the set of product reviews in the target department .   

  Each r  ∈  R is determined by a tuple   (  x,  t,  p,  h, b )    as described above. 

  Let T be the set of dates in the time spanned by the reviews. 
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  Let TI be the set of intervals defined by the user 

  Define dateMap  :  T  →  TI,  as a function that maps each date  t ∈  T to the corresponding interval i  ∈  TI. 

  For each r  ∈  R,  if (h    =   [ 0,  0 ] ) or (h + > 0 ) : 

   x  ←  preprocess(x,  p,  A* ) . 

   Initialize G for x using the dependency and direct neighbor relations. 

   i  ←  dateMap (t ) . 

   For each g  ∈  G : 

      A   '  ←   {n |  (  n  ∈  g )    and   (  n is a noun  )    and (n  ∈ A )   }  .  

     If A"  =   {   }   :  

     go to next r 

    Else : 

     For each a in A" : 

      c  ←  getCluster(a,  g,  θ ) 

       h   '  ← if  (  h =   [  0, 0 ]    )    :  0, 5;  Else :  h  
+
   /  h  

total
   

      y  ←  getPolarity  (  c )   *  h   '  

      N  [  b ]     [  i ]     [  a ]     ←  N  [  b ]     [  i ]     [  a ]    + 1 

      delta  ←  y − M  [  b ]     [  i ]     [  a ]    

      M  [  b ]     [  i ]     [  a ]     ←     (  M  [  b ]     [  i ]     [  a ]    )    +   delta 
 ________ 

N  [  b ]     [  i ]     [  a ]      

      if N  [  b ]     [  i ]     [  a ]    > 1 :   

      V  [  b ]     [  i ]     [  a ]     ←   
V  [  b ]     [  i ]     [  a ]   *(N  [  b ]     [  i ]     [  a ]    − 2 ) + delta*(y − M  [  b ]     [  i ]     [  a ]    )  

    _____________________________________   
N  [  b ]     [  i ]     [  a ]    − 1

     

 End. 

The resulting matrices M and V would look like the ones in Table 5 for the current example.

brand Interval Aspect M V

Samsung 1 #General 0.75 0

Battery –0.848684211 0.019477147

2 #General 1 0

Battery 1 0

3 #General 0.5 0

4 Screen 0.5 0

Sony 2 #General 0.65 0

4 #General –0.961538462 0

Camera 0.961538462 0

Battery 0.961538462 0

Table 5. Summary matrices: mean and variance.

E-Business - State of the Art of ICT Based Challenges and Solutions78



In this way, our proposal can be considered as the base for a visual representation strategy 

for giving users a quick and effective understanding of what the strengths and weaknesses 
of some brands are for a given product department in which all products share a set of com‐

mon aspects. The temporal evolution of the general user opinion about these aspects could 

also be represented. This information can be used by companies to create effective marketing 
campaigns or to improve their products based on the user feedback.
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Customers’ Online Interaction Experiences with 

ashion Brands: E-Information and E-Buying

Sandra Maria Correia Loureiro and  
Marlene Amorim

Additional information is available at the end of the chapter

Abstract

Online platforms (such as websites, blogs, social networks, crowdsourcing) enable con-
sumers to interact with companies and brands in new ways. This chapter is the first 
attempt to go further and analyse how perceived fashion website quality, social influence 
and recommendation, credibility, and experience influence fashion consumer behaviour, 
considering performance expectancy as the core element of online trust, satisfaction and 
word-of-mouth. The proposed model is tested in the context of the fashion industry. Data 
comprises a sample of generation Y users of fashion websites to get information and buy 
clothes. In order to collect data, convenience mall-intercept sampling (Lisbon city centre 
area) served to draw a broad cross-section of consumers. Researchers used tablets to 
be used by consumers to answer the online survey. The final sample consisted of 312 
participants. The instruments employed were adapted from previous studies and pilot-
tested with a group of master’s students to verify the clarity of meaning and comprehen-
sion. Findings reveal the stronger influence of perceived quality and experience on the 
performance expectancy. Performance expectancy, in turn, exercises a positive effect on 
satisfaction and word-of-mouth.

Keywords: perceived fashion website quality, social influence and recommendation, 
experience, sources of credibility, performance expectancy, customer satisfaction, trust, 
word-of-mouth

1. Introduction

Firms are increasingly investing in customer-interacting online technologies (such as websites, 
blogs, social networks, crowdsourcing) in an effort to increase the connection with consumers. 

© 2017 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



They are improving the website design, interaction experience (e.g. Refs. [1–3]) and credibility 

(e.g. Refs. [4–6]) to enhance consumer behaviour. Actually, [6] stress exponential growth of the 

Internet penetration in Western Europe and the importance of clothing and sporting goods act 

as one of the most common online purchases.

Previous studies examine factors that could help consumers perform certain online activities 
(performance expectancy), such as social influence (e.g. Ref. [7]), past experience (e.g. Ref. 
[2]) or content quality and website design (e.g. Refs. [8, 9]). Other studies explored the online 

shopping behaviour and consequences of higher performance expectancy (e.g. Refs. [10–12]).

Online trust has also been identified as a critical element of consumer intention in the online 
context (e.g. Refs. [13–15]). Yet, as far as we know, this is the first attempt to go further and 
analyse how perceived fashion website quality, social influence and recommendation, credi-
bility and experience influence fashion consumer behaviour, considering performance expec-

tancy as the core element of online trust, satisfaction and word-of-mouth.

Following this introduction, this chapter is composed of a theoretical background and hypoth-

eses development, data collection and analysis, as well as conclusions with a discussion, the 
theoretical and managerial implications, the limitations of the study and the suggestions for 

further research.

2. Theoretical background and hypotheses development

The current chapter is based on the Unified Theory of Acceptance and Use of Technology 
(UTAUT) [16]. The UTAUT comprises four main constructs that influence the behavioural 
intention, such as performance expectancy, facilitation conditions, social influence and 
effort expectancy. Based on Refs. [16, 17], performance expectancy (PE) means that using 

online technology helps consumers perform certain activities (e.g. get information and buy 
process). Facilitation conditions (FC) reflect a consumer’s perception of his/her control over 
the behaviour [18]. Social influence (SI) is the consumer’s belief in the influence of others 
that think that he/she should use an online platform, such as blogs or websites [16]. Effort 
expectancy (EE) represents the degree of ease associated with the use of online platforms 

[16]. These constructs have exerted effects with different strengths on behavioural inten-

tions. For instance, Alawadhi and Morris [19] found that performance expectancy, effort 
expectancy and peer influence determine students’ behavioural intentions. Other study 
reveals that performance expectancy and effort expectation are high predictors of behav-

ioural intention, but social influence prediction power seems to be low in the case of medi-
cal staff context [20, 21], as the study considers facilitating condition to be significant in 
predicting intentions.

In the case of internet banking, Al-Qeisi et al. [22] show that the direct effect of effort 

expectancy on internet banking usage is non-significant, when performance expectancy 

is included as an intervening variable, highlighting the importance of performance 
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expectancy above effort expectancy. In the current study, the antecedents of performance 
expectancy into the context of the online fashion industry and participants in the study 

having experience in using fashion websites are explored. Hence, effort expectancy is 
not considered.

2.1. Drivers of performance expectancy

Website elements or web atmospherics or even intrinsic cues are known to influence online 
behaviour and satisfaction (e.g. Ref. [9, 23, 24]). Here, we follow the definition of [8] for per-

ceived website quality, meaning the users’ evaluation on a website’s features that meet their 
needs and reflect the overall excellence of the website. We also consider three components of 
perceived quality of the fashion websites: website content quality, technical quality and infor-

mation quality. The content quality comprises the content usefulness, completeness, clarity, 
currency, conciseness and accuracy. Technical quality refers to security, ease of navigation, 
search facilities, site availability, valid links, customization, speed of page loading, interactiv-

ity and ease of access. Finally, information quality reflects relevancy, sufficiency and currency 
of the information [25, 26]. Thus, website quality is connected to the meaning of facilitating 
conditions and previous studies stress the relationship between perceived website quality and 
performance expectations (e.g. Refs. [27, 28]). If fashion customers believe in the quality of the 
fashion websites, they will also raise their perception of website usefulness and performance. 

Thus (see Figure 1):

H1: Perceived fashion website quality is positively related to performance expectancy.

The social context (peers or family), the way others recommend or not to use an online plat-

form or to buy an online item have been regarded as an important factor to influence the 

Figure 1. Proposed model.
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behaviour (e.g. Refs. [17, 29]). If a fashion consumer is enrolled and motivated by his/her 
peers, family and friends to use a fashion online platform and buy items from there, then the 

fashion consumer will tend to perceive the technology as more useful (higher performance 
expectancy), resulting in stronger usage intentions [16, 29]. Therefore:

H2: Social influence and recommendation by other fashion consumers are positively related 
to performance expectancy.

Past experience using online platforms to buy clothes and accessories contribute favourably to 
behavioural intentions [29]. Actually, expertise and proficiency influence the use of technology 
[3, 30]. Past experience is also related to a better performance expectancy (e.g. [31, 32]). Thus:

H3: Experience with online fashion websites is positively related to performance expectancy.

Credibility is regarded as “the believability of the product position information contained 
in a brand, which depends on the willingness and ability of firms to deliver what they 
promise” ([33], p. 34). Consumers tend to have more difficulty in evaluating the credibility 
of an online context, based on the reviews/comments, because they are anonymous sources 
who have no prior relationship with the receiver [4, 34]. Past studies have explored the 
influence of source credibility on perceived information usefulness [25, 35, 36]. Therefore, 

we expect that:

H4: Sources of credibility is positively related to performance expectancy.

2.2. Outcomes of performance expectancy

As previously mentioned, performance expectancy represents how the use of online platforms 
helps consumers perform certain activities (such as the search for fashion information and buy 
clothes and accessories). Performance expectancy leads to stronger usage intentions because 

consumers’ satisfaction with a service or a technology depends on their expectation of the 
performance of the service or the technology [37]. If fashion consumers are able to use the 

technology implemented in websites to perform what they intend to, then they will tend to feel 

satisfied and confident and it will be easier to communicate the positive experience to others. 
Therefore:

H5: Performance expectancy is positively related to satisfaction.

H6: Performance expectancy is positively related to trust.

H7: Performance expectancy is positively related to word-of-mouth behaviour.

Trust may act as a mediator between satisfaction and recommendation of a lodging [38]. In super-

market context, it is also possible to find the mediator effect of trust between customer satisfaction 
and behavioural intentions [39]. So, it is expected that online fashion consumers satisfied with the 
fashion website platforms will say positive things and recommend the websites to others and such 
will be reinforced by the confidence they have with the brand and the website platforms. Thus:

H8: Online trust mediates the relationships between satisfaction and word-of-mouth behaviour.
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3. Method

3.1. Data collection

In order to collect data, convenience mall-intercept sampling (Lisbon city centre area) served 
to draw a broad cross-section of consumers. So, the sample was a portion of the general 

population who have experiences of purchasing fashion items from the online website stores 
(in approaching consumers, we confirmed if such criterion is confirmed). Researchers used 
tablets to be used by consumers to answer the online survey. The final sample consisted of 
312 participants (see Table 1). The factorial analysis helped to analyse the dimensionality of 

the constructs, followed by SmartPLS2.0 to test the hypotheses.

3.2. Measures

The questionnaire for the present study was adopted from the previous studies and validated 
with a pilot test. In the pilot study, 22 graduate students, who have experiences of online 
fashion shopping in the last 3 months, were asked to verify the content validity and psycho-

metric properties of the measures used in the present study. Based on the comments made 
by participants in the pilot study, several questionnaire items were revised to include more 
precise meanings. All responses to questions related to perceived website quality, receiver 
past experience, social influence and recommendation, credibility, performance expectancy, 
trust and satisfaction were recorded using a five-point degree scale ranging from 1 (strongly 
disagree) to 5 (strongly agree).Only Internet experience employed a five-point degree scale 
ranging from 1 (very bad) to 5 (very good) and word-of-mouth behaviour used a five-point 
degree scale ranging from 1 (never) to 5 (always). Regarding the website quality, the items 
employed are based on Yang et al. [40], but we excluded the items measuring the adequacy 
of information and usefulness of content because past research has demonstrated that the 

website quality and information quality are two different dimensions (see Table 2). In the first 
part of the questionnaire, we asked participants: Which is the fashion website (online store) 
that you frequently browse to follow fashion trends and ideas and eventually buy? Then, we 
asked to think about that fashion website in order to answer the questions (some of the most 
mentioned website brands are: Zalando, Zara, H&M, ASOS, Amazon).

Gender Age (years) Employment status

Female: 80.4% ≤20: 9.9% Employed: 37.2%

Male: 19.6% 21–30: 69.9% Self-employed: 8.7%

31–40: 9.9% Student: 46.5%

41–50: 5.8% Unemployed: 3.8%

51–60: 3.5% Other: 3.8%

>60: 0.9%

Table 1. Sample profile.
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Construct Items Sources

Performance 

expectancy (PE)

I find fashion website useful.
Using fashion website enables me to get fashion information more quickly.
Using fashion website increases the effective use of my time in handling my fashion 
information tasks and purchase.

Using fashion website increases the quality of my fashion information at minimal 
efforts.

[16]

Website quality 
(WQ)

This website…

Is easy to use.

Has well-organized hyperlinks.
Provided opportunities to interact with other customers.
Has high speed of page loading.
Is easily accessible from different media.
Guarantees users’ privacy.

[40]

Information quality 
(IQ)

The information in online reviews is…
Timely.

Relevant to my needs.
Complete for my needs.

Valuable.

Useful.

Credible.

[26, 36, 41]

Technical quality 
(TQ)

The website…

Looks secure for carrying out transactions.
Looks easy to navigate.
Has adequate search facilities.
Has valid links (hyperlinks).
Has many interactive features (e.g. online application for fashion services).
Pages load quickly.

[42]

Source credibility 

(SC)

The reviewers on this fashion website are…
Credible.

Are experienced.
Are trustworthy.
Are reliable.

[43]

Internet experience 

(IE)

How would you describe your:
Internet knowledge (1-very bad to 5-very good).
General computer knowledge (1-very bad to 5-very good).

[30]

Receiver experience 
(RE)

Prior to your participation in this study, how would you rate your level of 
experience in terms …

Of using (name brand)?
Of browsing (name brand)?
Of online recommendations?

[44]

Social influence (SI) People who are important to me think that I should use fashion websites.

People who influence my behaviour think I should use fashion websites.
[16]

Recommendation 
adoption (RA)

Online reviews and comments made it easier for me to make purchase decision 
(e.g. purchase or not purchase).

Online reviews have motivated me to make a purchase decision (purchase or not 
purchase).

The last time I read online fashion reviews I adopted consumers’ 
recommendations.

Information from review contributed to my knowledge of fashion product and 
trends.

[41]
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4. Results

4.1. Measurement results

We employ the PLS approach to treat data, using the software SmartPLS2.0. The measure-

ment model or the adequacy of the measures is assessed by evaluating the reliability of the 
individual measures, the convergent validity and the discriminant validity of the constructs.

Regarding the adequacy of the measures at the first-order construct level, item reliability is 
assessed by examining the loadings of the measures on their corresponding construct. Item 

loadings of scales measuring reflective constructs should be ≥0.707, which indicates that over 
50% of the variance in the observed variable is explained by the constructs [48]. In this study, 

the item loading of each item exceeds the value of 0.707 (see Table 3).

All Cronbach’s alpha values are >0.7 and all composite reliability values are >0.8 in Table 3. 

Therefore, all constructs are reliable since the composite reliability values exceed >0.7. The 
measures demonstrate convergent validity as the average variance of manifest variables 
extracted (AVE) by constructs is >0.5, indicating that most of the variance of each indicator is 
explained by its own construct.

At the second-order construct level, we have the parameter estimates of indicator weights, 
significance of weight (t-value) and multicollinearity of indicators. Weight measures the 
contribution of each formative indicator to the variance of the latent variable [49]. A signifi-

cance level of 0.001 suggests that an indicator is relevant to the construction of the formative 
index (perceived website quality, social recommendation and experience) and thus demon-

strates a sufficient level of validity. The recommended indicator weight is >0.2 [50]. Table 3 

shows that all indicators have a positive beta weight >0.2. The degree of multicollinearity 
among the formative indicators should be assessed by the variance inflation factor (VIF) 
[51]. The VIF indicates how much an indicator’s variance is explained by other indicators of 

Construct Items Sources

Customer 

satisfaction (CS)

I am satisfied with the information I have received from this fashion reviews 
website.

I am satisfied with my previous experiences with this website.

[45]

Trust (T) I think that the information offered by this fashion website is sincere and honest.
I think that the advice and recommendations given by this customer reviews are 
trustworthy.

I trust the online customer reviews on this website.
I trust this fashion website.

[14, 46]

Word-of-mouth 

behaviour (WB)
Think about the website you chose. How often did you mention this fashion 
website to others? (1-never to 5-always)
I mentioned to others that I seek fashion information from this website.

I made sure that others know that I rely on this website to purchase fashion 

products.

I spoke positively about this fashion website to others.
I recommended this website to close friends.

[47]

Table 2. The construct, items and sources.
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the same construct. The commonly acceptable threshold for VIF is <3.33 [52]. Table 3 shows 

VIF values are <3.33 and so the results did not seem to pose a multicollinearity problem.

Regarding discriminant validity, the square root of AVE should be greater than the correla-

tion between the construct and other constructs in the model [53]. Table 4 shows that this 

criterion has been met. The last part of Table 4 shows that the correlations between each 

first-order construct and the second-order construct are above 0.6 [54].

Latent variables Mean LV Item loading 

(reflective 
measure)

Cronbach’s 

alpha

Composite 

reliability

AVE

Website quality (WQ) 4.0 (0.745–0.826) 0.838 0.885 0.607

Information quality (IQ) 3.1 (0.852–0.913) 0.945 0.956 0.784

Technical quality (TQ) 4.0 (0.721–0.808) 0.855 0.892 0.580

Social influence (SI) 2.7 (0.945–0.959) 0.897 0.951 0.906

Recommendation adoption 
(RA)

2.8 (0.799–0.881) 0.918 0.942 0.804

Internet experience (IE) 4.0 (0.955–0.857) 0.905 0.955 0.913

Receiver experience (RE) 3.4 (0.765–0.928) 0.839 0.905 0.761

Source credibility (SC) 3.0 (0.866–0.956) 0.935 0.954 0.838

Performance expectancy  

(PE)

3.9 (0.841–0.895) 0.885 0.921 0.744

Customer satisfaction (CS) 4.1 (0.841–0.895) 0.887 0.946 0.898

Trust (T) 3.7 (0.767–0.863) 0.833 0.886 0.660

Word-of-mouth behaviour 
(WB)

3.4 (0.790–0.911) 0.871 0.913 0.724

Second-order formative 
constructs

First-order 

constructs/
dimensions

Weight t-Value VIF

Perceived fashion website 
quality

Website quality 0.378*** 9.637 1.769

Information quality 0.443*** 6.270 1.255

Technical quality 0.449*** 9.109 1.539

Social influence and 
recommendation

Social influence 0.319*** 3.934 1.020

Recommendation 
adoption

0.877*** 14.958 1.020

Experience Internet experience 0.453*** 23.412 1.595

Receiver experience 0.658*** 23.665 1.595

Notes: ***p < 0.001.

Table 3. Measurement results.
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4.2. Structural results

In this study, a non-parametric approach, known as Bootstrap (500 re-sampling), was used to 
estimate the precision of the PLS estimates and support the hypotheses. All path coefficients 
are found to be significant at 0.001, 0.01 or 0.05 levels, except hypotheses H2, H4, H6 (see 
Table 5). In the case of hypotheses H8, in addition to the bootstrapping approach, the Sobel 
test [55, 56] was used for the mediating effect.

As models yielding significant bootstrap statistics can still be invalid in a predictive sense [57], 

measures of predictive validity (such as R2 and Q2) for focal endogenous constructs should 

be employed. All values of Q2 (chi-squared of the Stone–Geisser criterion) are positive, so the 
relations in the model have predictive relevance [58]. The model also demonstrated a good 

level of predictive power (R2), as the modelled constructs explained 45.3% of the variance in 
performance expectancy and 57.0% in trust. The good value of GoF (0.75) and the good level 
of predictive power (R2) reveal a good overall fit of the structural model (see Table 5). As 
proposed by Wetzels et al. [48], a GoF greater than 0.35 in the social science field indicates a 
very good fit.

IQ IE PE TQ WQ SC RE RA CS SI T WB

AVE1/2 0.885 0.956 0.863 0.761 0.779 0.915 0.872 0.896 0.948 0.952 0.812 0.851

IQ 1.000

IE 0.122 1.000

PE 0.241 0.438 1.000

TQ 0.293 0.433 0.587 1.000

WQ 0.369 0.425 0.522 0.549 1.000

SC 0.660 0.206 0.290 0.357 0.337 1.000

RE 0.296 0.608 0.589 0.481 0.425 0.353 1.000

RA 0.604 0.126 0.197 0.129 0.175 0.550 0.274 1.000

CS 0.374 0.430 0.560 0.618 0.575 0.385 0.464 0.142 1.000

SI 0.217 0.164 0.426 0.269 0.270 0.194 0.291 0.231 0.238 1.000

T 0.587 0.335 0.521 0.568 0.522 0.523 0.434 0.381 0.645 0.240 1.000

WB 0.348 0.329 0.500 0.470 0.445 0.339 0.502 0.371 0.529 0.389 0.538 1.000

Perceived website 
quality

WQ IQ TQ

0.832 0.823 0.714

Social 

recommendation

SI RA

0.621 0.951

Experience IE RE

0.853 0.933

Table 4. Discriminant validity.
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5. Conclusions and implications

This study examines how perceived fashion website quality, social influence, and recommen-

dation, credibility and experience influence fashion consumer behaviour, considering perfor-

mance expectancy as the core element of online trust, satisfaction and word-of-mouth.

Path Standardized coefficient 
direct effect (t-value)

Standardized coefficient total 
effect (t-value)

Test result

Perceived fashion website 
quality → performance expectancy

0.415** (3.059) 0.415** (3.059) H1 supported

Social influence and 
recommendation → performance  

expectancy

0.089 ns (0.816) 0.089 ns (0.816) H2 not supported

Experience → performance expectancy 0.393*** (4.157) 0.393*** (4.157) H3 supported

Source credibility → performance 

expectancy

−0.144 ns (1.209) −0.144 ns (1.209) H4 not supported

Performance expectancy → customer 

satisfaction

0.560*** (6.141) 0.560*** (6.141) H5 supported

Performance expectancy → trust 0.151 ns (1.878) 0.521*** (6.427) H6 not supported  
(only total effect)

Performance expectancy → W-o-m 0.257* (2.127) 0.500*** (5.495) H7 supported

Mediation effects

Path Standardized coefficient 
direct effect (t-value)

Standardized coefficient total 
effect (t-value)

Result

Customer satisfaction → trust 0.660*** (10.299) 0.660*** (10.299) Supported

Trust → W-o-m 0.263* (1.936) 0.263* (1.936) Supported

Customer satisfaction → W-o-m 0.189ns (1.376) 0.362*** (3.529) Not supported  

(only total effect)

Path mediation Standardized coefficient z-test (p-value) Result

Customer satisfaction → trust → W-o-m 0.174 1.899 (0.06) H8: supported  
at p < 0.10

R2 0.453 Q2 performance expectancy 0.334

R2 trust 0.570 Q2 trust 0.351

R2 customer satisfaction 0.314 Q2 customer satisfaction 0.278

R2 W-o-m 0.370 Q2 W-o-m 0.260

GoF (overall goodness of fit) 0.75

Notes: ns: not significant. Mediation was tested via a z-test, which was calculated using 56Sobel’s (1982)approach.
*p < 0.05.
**p < 0.01.
***p < 0.001.

Table 5. Structural results.
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In the current study, perceived fashion website quality is represented by three dimensions, 
having a multi-dimensional second-order structure as suggested by Dickinger and Stangl [9]. 

The information and technical quality dimensions emerge as the most relevant in shaping the 
overall perceived fashion website quality.

Social influence and recommendation comprises both social influence construct and recom-

mendation adaptation, where the last one has the highest weight in shaping the second-order 

constructs. Yet, the influence of social influence and recommendation on performance expec-

tancy was non-significant. These results may be explained based on the profile of participants. 
Participants voluntarily use the fashion websites (they are users) and they rely more on their 
beliefs and perceptions about the websites than on others’ recommendations. This is aligned 

with other studies, such as Refs. [6, 16].

Regarding experience, this was also measured as a second-order formative construct aggre-

gating Internet experience and receiver experience. Receiver experience contributes more for 
shaping experience than Internet experience, expressing the importance of using a particular 

website, who have experience in browsing or reading online recommendations. In the current 
study, experience with fashion websites reveals a significant relationship with performance 
expectancy. Participants with experience in fashion websites tend to perceive them as easy to 
use.

Like social influence and recommendation, source of credibility does not exercise a signifi-

cant effect on performance expectancy. Experienced participants are not so connected to the 
credibility of the information provided by the anonymous reviews. In this situation, website 
participants are more independent and self-confident, the reason why the source of credibility 
may not have a significant correlation with performance expectancy.

In what concern to outcomes of performance expectancy, it is interesting to find a significant 
effect on satisfaction, as expected based on Choi et al. [37], followed by the effect on word-
of-mouth. Although we did not find a significant direct relationship between performance 
expectancy and online trust, the role of trust as a mediator between satisfaction and worth-of-

mouth should not be neglected. Satisfaction with the information received from the fashion 
reviews and with the previous experience seems to enhance the confidence on online infor-

mation, customer reviews, advice and recommendations given by fashion websites and this, 
in turn, contributes to advocate in favour of the fashion website to others.

It is noticeable that performance expectancy has an indirect effect on trust, which is reinforced 
by customer satisfaction (β = 0.521; p < 0.001). When fashion customers are satisfied with the 
information and previous experiences using the fashion website, these features help to gener-

ate trust on fashion websites along with the usefulness and the minimal effort that fashion 
customers recognize using the website.

Finally, customer satisfaction is not a good predictor of word-of-mouth; online fashion cus-

tomers need to be confident in the fashion website to have the disposition to engage others 
to use and purchase in a certain fashion website (β = 0.362; p < 0.001). These findings express, 
once more, the important role of online trust in order to have fashion customers advocating in 
favour of the brand and the website.
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5.1. Theoretical implications

The current study considers for the first time three second-order formative constructs as driv-

ers of performance expectancy: perceived fashion website quality, experience and social influ-

ence and recommendation.

The study also extends the UTAUT model by incorporating the second-order construct and 
re-structured the inter-relationships among variables. Findings claim that perceived fashion 
website quality and experience are the important drivers to performance expectancy and 
those who consider fashion websites ease of use tend to be also satisfied with those online 
fashion platforms and recommend it to others. Trust in the information offered and in the 
purchase process contributes to reinforce the recommendation to others.

5.2. Limitations and suggestions for further research

Although the study was conducted with caution, several limitations should be pointed out, 
which may also be suggestions for further research. First, the questionnaire could be spread 
in other countries and we may compare the results in order to extend the findings properly. 
Second, the model should be analysed considering different fashion brands, categorized by 
fashion product categories. Third, it will be interesting to undertake a longitudinal study in 

order to be able to prove causality.

5.3. Practical implications

Managers and designers of fashion websites should always be committed with the quality, 
information and technology of fashion websites. It will be important to keep improving the 
information provided, up-to-date, the layout and the hyperlinks on the website, as well as, the 
process of purchase (easy but safe). Managers should also promote the experience of online 
fashion brands, creating positive surprises and motivating users to be devoted to fashion 
news. Managers should be able to attract non-users, exposing the potentialities and perfor-

mance of the fashion websites, through the speed, time and efficiency of the website.

The scales employed to evaluate the three dimensions of website quality, experience, cred-

ibility and social influence and recommendation may be used by website managers to prepare 
surveys to be evaluated by fashion website users.
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