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The Economic-mathematical Nature of the HGN Model
Concept as a Tool for Measuring Performance
of Enterprises’

Eduard HYRANEK —Michal GRELI** —Ladislav NAGY —
Ivona DURINOVA*

Abstract

The article talks about the newly-conceived HGN ehdésed on ratio indi-
cators. The main characteristic of the model isyatlsetic indicator based on
“refining” chosen financial efficiency indicatorsytseparating out impacts mea-
sured by using chosen efficiency decreasing indisatWe identify and present
a way to determine the minimum limits of the syiithedicator characterizing
the performance of a non-financial enterprise. Vigelga both the classical and
tolerance approach to sensitivity analysis in aelin optimization model. We
demonstrate the performance measurement possbilitiovided by the gradual
improvement of the HGN model by designing two sessof the model.

Keywords: non-financial profitable enterprise performance, NGnodel, effi-
ciency indicators, efficiency decreasing indicatoaio outliers, linear optimi-
zation model, classical and tolerance approachetositivity analysis

JEL Classification: C53, G33

Introduction

The authors of the HGN model — Hyranek, Grell, Wadhave been develop-
ing it since 2014. The model belongs to the appremato performance modelling
by means of traditional financial ratios. The kegtiire and the ultimate defining
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indicator of the HGN model is a synthetic indicabased on “refining” chosen
financial performance indicators by separating ioytacts measured by using
chosen indicators that decrease efficiency. Thus,“tefined” efficiency (et
efficiency expresses financial performance. Based on datargithe optimum
synthetic indicator interval, we identify the loWwréshold of the minimum per-
formance of a non-financial profitable business.

The HGN model works with financial ratios whicheadefined as the ratio
of the corresponding absolute variables havingntiteire of inputs and outputs
in an enterprise's transformation process. Theniigh ratios are then expressed

as follows:

& input < outpuf

ioutpm & input; )

where theoutput/inputratio expresses the efficiency indicators and ittt/
outputratio represents the indicators that decreasei@ifty (Tables 1 and 2).

Table 1
Overview and Method of Calculating the Ratios in tle HGN1 Model
Efficiency indicators 1 Efficiency decreasing indicators|
X1 Xz X3 Y1 Y2 Y3
Return Cash flow Turnover fB:]nding Debt capital Operating cost
on equity to sales ratio of assets of short-term repayment P 9
receivables time
[coefficient] [coefficient] [coefficient] [coeffiant] [years] [coefficient]
) net profit+ short-term liabilities economic activity
net profit - sales . et brofitr
“own capital + writeoffs g receivables net profit+ costs
sales N sales + writeoffs sales
Source Own work.
Table 2
Overview and Method of Calculating the Ratios in tle HGN2 Model
Efficiency indicators 1 Efficiency decreasing indicators|
X1 X2 X3 Y1 ) Y3
Time L t Time
Return Share of value Turnover of collecting d otr;g- er_ml of payment
on equity added on sales of assets short-term € tcap|tz_:1 of short-term
. repayment time S
receivables liabilities
[coefficient] [coefficient] [coefficient] [day] [yars] [day]
hort.t long-term | ‘
) short-term . ong-term
net profit value addec sales vabl liabilities i t?l
- S T
own capital sales assets recewables net profit+ liabilities
sales . sales
+writeoffs

Source Own work.
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We are investigating a case where the numberlectted efficiency indicators
and of the efficiency decreasing indicators isstme § = m). In general, an enter-
prise’s effort is tomaximizethe efficiency indicators anghinimizethe efficiency
decreasing indicators. In the HGN model, we taki bbb these requirements into
account by formulating a linear optimization mobglmaximizing the difference
between the sum of the chosen financial efficieimcljcators and the efficiency
decreasing indicators. Thus, in other words, weimiaze the net efficiency.

The measurement of financial performance using fatlicators may be ex-
pressed as the ratio of inputs and outputs acaptdithe formula (1) as follows:

« output/input— indicators of productivity, efficiency, but alseme indica-
tors of profitability,

« input/output- efficiency decreasing indicators and cost indicat

« input/input— some indicators of property and financial streetand some
cost indicators,

« output/output- some indicators of profitability.

1. The Current State of Solved Problems in Slovakia and Abroad

Currently, there are numerous methods and appesachanalysing the finan-
cial performance of an enterprise. From the pointiew of the main business
activity goal, we can divide these into two largeups, namely the approaches
that prefer to maximize the profits of an entempiia performance analysis using
traditional profitability indicators — return on @ity, return on assets, return on
total capital, etc.) and the approaches that ptetegrowth of the market value of
an enterprise for its owners. These include indisasuch as return on net assets
(RONA) and cash return on gross assets (CROGA), iEM&ator and its modi-
fications, Madden’s (1998) indicator cash flow retwon investment (CF ROI),
etc. These performance assessment criteria me#®irguccess of a business
activity by its economic gain. Most of these hayaainic nature (e.g. CF ROI)
and also take into account the average cost ofimeguand binding the busi-
ness’s own external capital and interest-beariry dapital (WACC). Model-M
may also be used to assess the financial stabilignterprises. The model was
created using a scoring function based on analyainigprocessing the data pro-
vided by Slovak companies according to HarumovaJamisova (2014).

According to Lehn and Makhija (1996), the EVA icdor, in contrast to
traditional performance indicators, seeks to meaghe value; it identifies
whether an enterprise generates or destroys valukeducting capital expendi-
tures from the proceeds generated from the investpial. Zéghal and Maaloul
(2010) dealt with analysing the role of the valdeled indicator as an indicator
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of generating value, and with its impact on thenemic and financial perfor-
mance of an enterprise. Their results show thaintieator has a positive im-
pact on economic and financial performance.

Currently, traditional financial ratios are stiking used in modelling perfor-
mance and creating synthetic indicators, the uatdmiadvantage of which is their
simple application, as they are built on data femterprises’ financial statements.
It is more sophisticated to apply a group of meghttt prefer the growth of the
enterprise’'s market value. These methods requaenaersion of multiple data
from a financial statement. E.g. indicators suchetsassets, gross assets, NOPAT
(net operating profit after tax) are not availaipldinancial statements and there
is currently no uniform methodology for their cdktion. Another problem is the
identification of capital costs. There is no unifoprocedure how to e.g. deter-
mine the cost of equity. The disadvantage of catig the costs of debt capital
using the indicator “interests/interest-bearing tdedpital” is that it has a very
static nature. A certain shortcoming of the methpdsferring the market value
growth is their focus on returns and capital costly, while eliminating the fac-
tors determining financial stability and long-teatility to pay. It is these short-
comings that the authors of the HGN model are ¢rgmeliminate to the maxi-
mum extent and emphasize the unfavourable delatisituof an enterprise.

It has been fifty years since the publication loé first predictive models
(Beaver, 1966; Altman, 1968; Deakin, 1972; Blumy74)0 and since then the
applied methodology has undergone significant dgreents. Since the late
1960s, multidimensional discriminant analysis hagum to be used in order to
predict financial development of enterprises. Gnbiasis, Altman (1968) also
created his famous model, later on Altman, Haldemad Narayanan (1977)
developed the ZETA model. Since the 1980s, logistgression has supple-
mented and gradually substituted the multidimeraiatiscriminant analysis
(Ohlson, 1980; Zavgren, 1985; Lau, 1987; Keasey Mo@uinness, 1990). It
became the most commonly applied prognostic methadeveloped countries
until the late 1990s. The methodology of predictivencial analysis is con-
stantly evolving, as evidenced by the fact thaniicant steps have been taken
in the area of mathematical and statistical metloes the recent years. In recent
years, application of a relatively non-standardhudtcalled data envelopment
analysis has gained momentum. Xu and Wang (2008) the first to apply this
approach to predicting bankruptcy. Fer2010) used the data envelopment
analysis to create a predictive model for consionognterprises.

Each model for measuring performance and predidsodifferent, it uses
different mathematical apparatus, it works witHetiént indicators; however, the
models also have some common features. In an eepiolly changing economic
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environment, the standard methods for measuringnéial performance and
assessing financial health are less adequate. &ditisbrs are focused on enhanc-
ing the predictive ability of original models bysponding appropriately to the
existing changed economic environment. Even thbaasitof the present HGN
model attempt to take into account the current egoo conditions of compa-
nies in terms of debt and insolvency.

The applied newly-conceived model (HGN) is a parthe approaches to
performance modelling by means of financial ratosl we create also the so-
called correction coefficients”, ¢’ (2) that give effect to the impact of the effi-
ciency indicators and the efficiency decreasingcairs. Currently, we distin-
guish two versions of the newly-created model.he tase ot = ¢’ = 1, we
applied the “version 1”. It, ¢ > 0, we work with the ,version 2“, while the
correction coefficients are calculated separateynfthe current database of the
efficiency indicators and the efficiency decreasingicators. The current state
of the art for each version of the model and itshier development may be char-
acterized as a focus on indebtedness and abiligpay debt.

2. Research Objectives

The objective of the research is to create a Gisuperformance model using
mathematical-statistical apparatus with the polisibof applying it to profit-
-making non-financial enterprises. In the paper, pesent the results of the
research in the gradual improvement and developmktite newly-conceived
HGN model for measuring the performance of an enige for the needs of
financial decision-making. We follow the basic ammhes developed in the
monograph (Hyranek, Grell and Nagy, 2014) and weéhén discuss the issue
published in the paper (Hyranek, Grell and Nagy,30

The ultimate indicator of the HGN model is a swtit indicator based on
“refining” chosen financial efficiency indicatorsy bseparating out impacts
measured by using chosen efficiency decreasingatatis. For further presenta-
tion, the HGN model determined by the formula ELvritten in the form:

3 3
DEx-> ¢y @)
i=1 i=1
where
x;  —are the efficiency indicators,
yi  —the efficiency decreasing indicators,

¢, G — the correction coefficients that give effecthe tmpact of the efficiency indica-
tors and the efficiency decreasing indicators (dised in more detail in par. 3.2).
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When formulating both versions of the HGN (HGNHa#GN2) model we
deal with selection of 3 efficiency indicators adefficiency decreasing indica-
tors (Tables 1 and 2).

For the purposes of defining the limits of thetbyatic indicator, we shall use
the mathematical apparatus of the linear optinopatinodel of an enterprise
formulated as follows:

maxz(x) =2
n = )
Z%{ = b i=1,2,...,m (3)
B >

xj20 ji=L 2 ...,n

where

G — the coefficients of the objective functign= 1, 2, ...,n corresponding to the
correction coefficients in the formula (2);

g; — the coefficients of the limit systemss 1, 2, ...m, j = 1, 2, ...,n, acquire the
value of 1 or they are determined by means of aiapealculation;

by — the coefficients of the right sidez 1, 2, ...,m determined based on statistical
characteristicof five figures after the exclusion of outliers and extreme data
(discussed in more detail in part 3.3);

X — decision variableg,= 1, 2, ...,n representing the efficiency indicators and the
efficiency decreasing indicators.

In the model, we create conditions that need teebpected when calculating
the maximumsynthetic indicator z(x)These conditions (through, g, b) ex-
press the essential relations and behaviour ofleergerprise and determine the
set of permissible solutions of the optimizationd®lo The optimal solution ex-
presses the values of the efficiency indicatorghefefficiency decreasing indi-
cators and of the synthetic indicator of an idedérprise to which the values of
a real enterprise should converge. The final stéjpeocalculations is the execution
of a post-optimization analysis and the determimatf the minimum synthetic
indicator limit. We determine the synthetic indmatvhen changing a chosen
element from the right side of the linear programgniask, so that it does not
change the basis of the optimal solution. We astllye impact of changes to the
right sideb; vector components which express the lower andrulppés of the
efficiency indicators and the efficiency decreasimgjcators, of the sums of the
efficiency indicators, the sums of the efficienoyctkasing indicators and we
assess the stability of the solution. The sensjtiahalysis is carried out using
a classical and tolerance approach.
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3. Results

3.1. Drafting the HGN1 Version

The basis for the calculations for modelling puwg® was the database of
financial statements of 260 non-financial enteg®is the Slovak Republic for
the period from 2010 to 2012. By applying seledibedncial ratios in loss-making
enterprises, the value of the synthetic indicatas wleformed and therefore it
was necessary to exclude these from the databass-nhaking enterprises repre-
sented only 10% of the total sample. Their infleeon the used mathematical
apparatus caused the opposite effect in the syotheticator. In addition to
evaluating the performance of loss-making enteegrishe evaluation of results
in absolute indicators is sufficient.

The database contained 55 absolute financial analis, out of which 47 ra-
tios were compiled. For the performance modellingppses, we consider
the database to be a representative sample, aspiter and lower quartiles
of the selected financial indicators of the databaee close to the upper and
lower quartiles of the financial indicators of 8llovak enterprises in the Slovak
Republic.

Out of 47 ratios, we created two sets of indica{@rable 1), the first set con-
tains three efficiency indicatorg;( and the other set contains three efficiency
decreasing indicatory;). We interconnect these indicators or rather sgite
them into one comprehensive performance indicatbe aim is to objectively
reflect the financial situation of an enterprises, performance and to enable
comparative assessment of the financial resulentdrprises. In the first phase,
we verified six financial ratios for the HGN1 veysias shown in Table 1.

The synthetic indicatory() is to be influenced by the values of six indicato
It is defined as follows:

SU=D x-2 ¥ (4)

3 3
i=1 i=1

3.2. Drafting the HGN2 Version

By means of gradual assessment of the results fh@rapplication of the
synthetic indicator computations, we arrived to ttenclusion that there is
a need to substitute some ratios in the HGN madelrder to achieve a better
demonstrative ability of the original indicators tbe model, while maintaining
the emphasis on a company’s debt situation. By fyiodj the selection of the
ratios (Table 2), we gradually formulated a modifiersion of the model hamed
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HGN2 by the formula (2). In this version of the refdve also implant correction
coefficientsc’, ¢/ which give effect to the impact of the efficienimdicators
and the efficiency decreasing indicators on theealf the synthetic indicator:

SU=i¢x—i¢v (5)

For the creation of the HGN2 version, the autlprcxessed a database of the
101 largest Slovak manufacturing, business andicgemnterprises. The size
determination criterion was the turnover in the £@tcounting period. The da-
tabase contains 9 absolute and 6 relative finanoiitators determined and
calculated from the financial statements for tharge2011 to 2015. The model
indicators are expressed in various units of measent. The first two efficien-
cy indicators are in percentage, the third onedsedficient. The first efficiency
decreasing indicator is expressed in days. Thenseauwdicator is created on
a cash-flow basis and provides information aboatrthmber of years needed to
cover the company’s long-term liabilities. The thindicator is also expressed in
days. Due to the fact that the model works withpg@rmathematical relations
(addition and subtraction), we adjusted the indicatwith different units of
measurement by means of correction coefficientortter to determine them,
we proceeded from the so-called average medianeofdlevant indicators from
the entire database. The average median is thehtedigarithmetic average
of the respective indicator for the 2011 — 2015quksy, the weight being the ratio
of the number of profitable enterprises in the eesipe year to the total number
of profitable enterprises in all the years.

The correction coefficients®, ¢’ in formula (2) that give effect to the impact
of the efficiency indicators and the efficiency degsing indicators on the value
of the synthetic indicator are calculated from Weighted arithmetic average of
the median for the years 2011 to 2015 accordiriggaquation:

Xt = P/ Mesjt (6)
where
X — the financial ratiot] of the enterprisekf recalculated by the average median
of the industry);
Py — the financial ratiot) of the enterprisekf in the industryjj;

Mesj: —the weighted arithmetic average of the mediarhefratio {) in the industry
(j) for a period of 5 years.

If we write the equation (6) in the form:

Xt = Pt * (1/ Mesy; ) @)
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then the formula lmes,-t represents the correction coefficients that gifeceto

the impact of the efficiency indicators and theoéhcy decreasing indicators
on the value of the synthetic indicator and we némenc”, ¢’, wherei = 1, 2, 3.
The financial results of an enterprise and of theesponding industry are related
to a certain extent. Unexpected impacts of thereateenvironment (such as the
adverse effects of the global financial and ecowoaonisis) affect not only the
given business entity, but they affect the resoitall enterprises within the in-
dustry to almost the same extent.

3.3. Ratio Outliers in the HGN Model Versions

We defined a database consisting of six ratiocidirs characterized by
means of five numbers (a five-number summary) (Ke&913; Barnett and
Lewis, 1994) for both versions of the model. laisharacterization of the distri-
bution with the highest valud/iaX), the upper quartilelUQ), the medianNle),
the lower quartile (Q) and the lowest valueMIN). Such characterization pro-
vides an overall view of the statistical distrilauti In all the researched data files
and, therefore, in the enterprises’ database, trerelata that differ significantly
from the other data, indicating the existence gbarce of error. We call these
data outliers and define it as the data that seebe tinconsistent with the other
data in a dataset and their economic origin ishadustomer-supplier relation-
ship setting of enterprises. It can only cause dmations and incorrect direc-
tion of the analysis to take the outliers into ¢dagation. Based on statistical
characteristics using five numbers (Terek, 2013nBt& and Lewis, 1994) we
have the following options in defining the outli@nsboth versions of the model:

a) the outliers are not taken into account/ignored,

b) the outliers are eliminated (and so are the extnegihges),

c) only the extreme values are eliminated.

The further analyses combine the options b) and c)

Determining the outliers means to evaluate thegirty of a data set. We use
a method based on tigerquartile rangeR, = UQ — LQ.

A value is an outlier when (Terek, 2013; Barnetl &ewis, 1994):

«itis>UQ + 1.5Ry,

«itis<LQ-1.5R,.

In specific analyses, the decision on which dagll e labelled as outliers
depends on the analyst’s consideration. It is atsamon to distinguish the so-
called far outliers, i.e. the values that are fertliom the quartiles thanR,s.

An outlier is within the interval (Q + 1.5 Ry, UQ + 3 Rg) or within
the interval [Q — 3 Rg, LQ — 1.5Ry). An extreme valués within the interval
(UQ + 3Rq, ») or within the interval (s, LQ — 3Ry).
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3.4. Minimum Limits of the Synthetic Indicator

The application of the model versions (HGN1, HGMNR)he environment of
economic entities, in this case, of profitable fioincial enterprises, also re-
guires determining the nature of the syntheticdattir in terms of performance.
It logically follows from the method of calculatiand the content of each indi-
cator that the best enterprise should be the ottethé highest value of the syn-
thetic indicator. An analysis of this issue regsitee use of an adequate mathe-
matical apparatus. At this stage of work, we apgpédinear programming appa-
ratus® In order to determine the optimal synthetic intcaintervals, we use
a post-optimization analysis in linear programmiagks with both classical and
tolerance approaches.

Classical Approach

We observe the calculated changégqcalculations are made by the software
product QMwin) in the components of tevector (other limits remain un-
changedAb;; = 0). We examine whether these changes are pétaiss terms
of the optimal basis of the original task and whetv solution corresponds to
them. We set the permissible interval of theomponent changes so that, under
other unchanged conditions, the basis for the @ttgulution of the linear pro-
gramming task is maintained. Although the baséefdaptimal solution does not
change, the basic variables and the value of thecte function (obtained in
the optimal solution) change with the mentionedngles, thus we shall get a new
optimal solution. We calculate the optimal solutinrthe resulting Simplex tab-
leau according to the equation (8):

x =B (8)

where
x — the vector of the basic components of the optsoktion,
B™ — the inverse matrix of the optimal base,
b - the original vector of the right side.

Any change in the components of the right-sideores reflected in the solution
and the objective function value, resulting from dorrelation of the equation (9):
B* (b + Ab) = B'b + B'Ab>0
X + B'Ab>0 9)

2 Currently, the authors of the model are elaboradiffgrent types of matrix calculations
(based on the appropriate layout of input and dutplicators), using regression analysis and data
envelopment analysis in order to specify the relevalues of the synthetic indicator in relation to
business performance.
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From the equation (9), we calculate the lowemiyl uppery) limits of the
changeAb; € <I, u>. We calculate the lowet (= b; + I) and upperd = b; + u)
limits for the changed right side. We designateappropriate solution and ob-
jective function valuesp, x4 andzp, z4. The intervals for the synthetic indicator
are as follows: synthetic indicatokzy, z4>.

Tolerance Approach

Tolerance approach to sensitivity analysis indmprogramming (unlike the
classical sensitivity analysis) deals with chanigemultiple (hot only one) co-
efficients of the objective function, right side thie matrix of technological co-
efficients. These changes are considered to beltsineous and independent.
The tolerance approach provides a percentage ofnmax tolerance within
which all or only some values of the listed coeédfitts may move simultaneously
and independently of the original values, while dhiginal set of basic variables
in the optimal solution remains unchanged (Brezi®90). Tolerance sensitivity
analysis is considered in the case of changesetoight-side elements. Due to
the vastness of the theoretical background, we omgtion the main relations
that are sufficient for practical application. Télgange in the components of the
right-side vector is noted down by the formula (10)

bi + Biby (10)

We assume that this change in terms of the optitnasis of the original task
is permissible if the absolute value of each patanfidoes not exceed the non-
-negative numbep: |fi| < p i.e. each numbef; meets the conditionp< £ < p.
Such number p is callgble permissible tolerander the right side change.

One of the goals of the tolerance approach isefné the maximum toler-
ancep for changes to the right side elements, wheretipeigolerance allowed if
p<p. The expressiop*.100% is called the maximum percentage tolerance.

The following applies for the maximum tolerance ¢bhanges to the right-side
coefficients:

-1
=t |
- T
p= (11)
+ 00 ase.

2 [B] #0

The data needed to calculate the equation (11pwa#able in the original
and optimal Simplex tableau. The numerator in tipgagion (11) is the optimal
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solution to the original task. If any denominatoitiie equation (11) equals zero,
then the corresponding value i® Hf p = 0, the optimal solution is degenerate.
However, there are situations in which the valuesome of the right-side limits
are known to be accurate and there is no reasaimdan to change. As a result,
we get a lower value for the denominator in theagign (11) and hence a higher
valuep (since in that case the correspondingduals zerdy, = 0). This condi-
tions an important feature that we get a higherimarm tolerance for the re-
maining limits with some accurately specified rigide coefficients.

In the following text, we compare the results loé¢ classical and tolerance
approach to the sensitivity analysis in the HGNIdatosersion. In both cases it
is important to determine the outliers and therébyset the input conditions
G, &, b of the linear programming task (3). As we haveadly mentioned, the
determination of the conditions for defining thetl@us is not generally and
strictly given. It depends on the character ofglven data set and considerations
of the analyst who performs the computation. Wesehthe calculations exclud-
ing all and accepting some of the outliers. We alste that the classical sensi-
tivity analysis deals with a change in one elemamtthe right side, the other
elements remain unchanged (changes do not occwitaimously and inde-
pendently). Tolerance analysis considers changssveral elements of the right
side and the changes are taking place simultaneandlindependently.

I mplementation of the Classical Approach

We conducted the classical approach to sensitariplysis with the exclusion
and acceptance of some of the outliers by meatieaquation (9).

Note that the synthetic indicator emphasizes Hagesof the company’s debt
problems through the indicatgs (repayment time of foreign resources). This
results in the fact that the lower the value of sgathetic indicator, the greater
the probability of an increase in the company’aficial problems.

The Figure 1 shows performance bands accorditigetalassical approach to
sensitivity analysis in linear programming tasks.

Figure 1

Performance Bands According to the Classical Approgh Depending on the HGN1
Synthetic Indicator Value

PERFORMANCE
LOW AVERAGE GOOD
to -6.5 from -6.5 to -2.7 over-2.7

Source Own work.
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I mplementation of the Tolerance Approach

Calculations are performed according to the eqodtl1) using the software
product QMwin. The matriB™ is generally made up of vectors that correspond
to the original basic variables. We get it in thelW@in program by clicking on
the Stepcommand repeatedly until the following informatiappears on the
screen:This is the optimal solutionVe then copy the matrix into an Excel file
using theEdit-Copy-Tablecommand and make the necessary adjustments and
calculations according to (11).

In Tables 3 and 4 we present the results of tlerance sensitivity analysis
with the exclusion or acceptance of some of théeyatin the HGN1 model. We
distinguish three types of linear programming taskéch are analysed in more
detail in the monograph (Hyranek, Grell and Nagyl4). They take into con-
sideration the effects on the optimal Sl intervalsktting the right-side limits of
the linear model. The tolerance approach for thatsside limits provides the
threshold percentage at which the right-side ccefits can fluctuate simultane-
ously and independently while preserving the saasmasb If the values of some
of the right-side limits are fixed, we obtain lowealues for the denominators in
the equation (11), since the corresponding 0, and thus larger values pf.
This conditions an important feature that we geigher maximum tolerance for
the remaining limits for some fixed right-side dio@énts. We compare the re-
sulting intervals of both approaches.

Exclusion of the Outliers

Table 3

Classical and Tolerance Approach with Exclusion ofhe Outliers
Optimal Intervals of the Sl

Approach to sensitivity analysis
Task type Classical Tolerance
l. <0.7088; 4.2659> <3.6438; 3.6795> p* = 0.5%
Il <0.5189; 1.1775> <0.7584; 0.7655> p* =0.5%
M. <—6.4547; -0.8423> <-0.8993; —0.8981p* = 0.1%
The resulting <—6.4547; —0.8423¥ <0.5189; 4.2659>| <—0.8993; —0.8981¥ <0.7584; 0.7655> Vv
interval v <3.6438; 3.6795>

Source Own work.

The resulting intervals overlap in both the Tald3esnd 4. Naturally, they are
narrower because the changes to the right-sideaggening simultaneously and
independently. That is why for the task type llakle 3) we indicate an example
of a combination of classical and tolerance analydéie are only considering
changing the two limits of the right side of thedar programming task (the
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upper limit of the returns on equity and operatiogt indicators), we consider
the others to be fixed. This increases the maxirmiarance tgp* = 1.1% and
thus extends the optimal synthetic indicator iraer0.7539; 0.77>. Some de-
nominators in the equation (11) may equal O, bexzaeny original values df
equal to zero or the original matrix is very spaaisd therefore the inverse ma-
trix B* has similar properties. Thus, the interval lintfghe permissible simul-
taneous changes to the elements of the right s@imfinite.

Accepting some of the Outliers
Table 4

Classical and Tolerance Approach with Acceptance dhe Outliers —
Optimal Intervals of the Sl

Approach to sensitivity analysis
Task type Classical Tolerance
I <3.0603; 12.6333> <3.582; 4.6292> p*=12.8%
1. <1.0857; 1.3568> <1.1298; 1.2252> p* = 4.05%
1. <-2.6608; 1.1702> <—0.9973; —0.8001>p* = 10.96%
The resulting <-2.6608; 1.3568¥ <3.0603; 12.6333> <—0.9973; —0.800%¥><1.1298; 1.2252> Vv
interval Vv <3.582; 4.6292>

Source Own work.

Analogously, we can determine the performanceavate based on tolerance
analysis.

Figure 2

Performance Bands According to the Tolerance Approeh Depending on the HGN1
Synthetic Indicator Value

PERFORMANCE
LOW AVERAGE GOOD
to -0.9973 from -0.9973 to -0.8001 over-0.8001

Source Own work.

4. Discussion

For discussion purposes, the knowledge gained tlmmapplication of the
HGN model may be summarized into two sets of prablenamely the characteri-
zation of the synthetic indicator and the precisibthe mathematical apparatus.
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As a final indicator, the synthetic indicator expses the interconnection of
the efficiency indicators and the efficiency desieg indicators. The HGN can
be considered to be a comprehensive model thattblgty reflects the financial
situation and performance, focusing on the problem®any enterprises at the
present time, namely indebtedness. From this pifintew, we considered im-
portant to implement into the model an influenceued on the ability, or rather
the inability to repay debt expressed by the indiceepayment time of foreign
resources(y,), the measurement unit being the number of yddris indicator
appears to be a limiting factor in some enterprises the database under re-
view. In the HGN2, we eliminate the problem by ¢ireg correction coefficients.

To a certain extent, a limiting factor is the @nttof the indicatorepayment
time of foreign resourcesxpressed in number of years, due to the conteall of
foreign resources, including the short-term ones. Mive eliminated this limit-
ing factor for performance assessment by adjustiagndicator in the HGN2 by
narrowing its content to theepayment time of long-term foreign resources
most enterprises from the database, the long-teneigh resources represent
predominantly long-term bank loans, so we haveeagld a more objective re-
payment time from profits and depreciation (caskjl

In order to increase the model's demonstrativditpbiwe have modified
some of the efficiency decreasing indicators corgiin the synthetic indicator,
but we do not have to consider this to be the 8iete of the researched problem.

In connection with the specification of the matlag¢ical apparatus, the ad-
vantage of the tolerance approach is its greatiersality and consideration of
the interrelationships between the individual elets®f the linear programming
task. This approach appears to be useful in caae afterconnection with clas-
sical post-optimization analysis. In practice, weaunter cases where we do not
need to detect deviations for some elements ofighe side (3) and the space for
simultaneous and independent changes increasethdotolerance sensitivity
analysis of other elements.

Currently, the model can be fully utilized in thE5N1 version and in the
HGN2 version it can be used in the practice of ifabfe enterprises. The nature
of these indicators does not anticipate evaluatiboss-making enterprises,
which was not even the ambition of the model’s arglat this stage of research.
In the further development of the model, we shialb &ry to select the indicators
that may link e.g. the effectiveness of businessvations with the performance
(Chajdiak, GlatzDurechova and MiSota, 2016), or to show the intati@h of
the macro and micro views on the performance afsiness (MiSota, 2013). The
authors also intend to extend the scientific exatim with the industry point
of view.
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Conclusion

Selected ratios for the presented model purpasemdine with the overall
strategic goals of an enterprise. Three efficieinclcators and three efficiency
decreasing indicators reflect the significant reguients for the company’s finan-
cial performance. With the three selected efficjemadicators, we have created
one aggregate efficiency indicator and the sunheftiree efficiency decreasing
indicators created one aggregate efficiency detgdadicator. We have de-
creased the value of the aggregate efficiency a&dicby the value of the aggre-
gate efficiency decreasing indicator and we hav&iobd a synthetic indicator
implying the impact of all six financial ratios.

The fact that the calculation of the model's imdars is not conditioned by
the knowledge of inside business information maybesidered as strength of
the model. The absolute data contained in thegatie generally available to
external evaluators in the registers of accounts.

It logically follows from the method of calculaticand the content of the
model’'s indicators that the best enterprise shdddhe one with the highest
value of the synthetic indicator. We deal with #malysis of credibility of such
a synthetic indicator result. We apply the clads&al tolerance approaches to
sensitivity analysis in linear programming tasksl ame take into account the
possibility of accepting the outliers.

In the following stages of work, we shall focusfarther refining and devel-
oping the HGN model by solving problems in relattorselecting financial ratios
of efficiency and efficiency decreasing indicatddentifying outlying data for
these indicators, and choosing model mathematics.
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