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ABSTRACT

This paper aims at comparing the performance of the different state-of-the-art machine learning techniques in anticipating the performance of stock 
prices of the energy sector. The data collected cover the period from January 2020 to February 2023 with a daily frequency for the three most imported 
refined petroleum products in Morocco and trained four regression machines learning (linear regression, lasso regression, ridge regression, and SVR) and 
four classifiers machine learning (logistic regression, decision tree, extra tree and Random Forest) so that anticipating 1 day ahead prices direction can 
take place no matter whether they are negative or positive prices. The performance of regression algorithm is then evaluated using different evaluation 
metrics, especially MSE, RMSE, MAE, MAPE and R2 to evaluate the performance of regression algorithm while precision, recall and F1 scores are 
used to evaluate the performance of classifiers algorithm. The outcomes propose that the performance of linear regression and ridge regression takes 
place equally and outperform other single regression that is lasso regression and SVR for-1-day predictions as a whole. In addition to that, we have 
come to find that in the classifiers, algorithms group all machine learning display similar predictive accuracy, this is on one hand. On the other hand, 
the best of them is the logistic regression. In brief, this study suggests that all performance metrics are significantly improved by ensemble learning. 
Therefore, this study proves that critical information affecting stock movement can be captured by utilizing historical transactions.

Keywords: Machine Learning, Stock Price, Energy Sector, Regression, Price Prediction 
JEL Classifications: Q4, C54

1. INTRODUCTION

One of the key factors for the development of economy and social 
progress of all countries around the world is the Energy. The latter’s 
importance has grown to the extent that it has become one of the 
major concerns for the international community in the present 
days. The global energy demand, especially in some developing 
countries such as Morocco. which has few energy resources as 
well as the rely holistically on imports for its supply of modern 
energy resources to meet the increasing needs associated with its 
economic and demographic growth, is rapidly growing. Energy 
goods, particularly natural gas and oil, are increasingly subject 
to disruption following either natural disasters, armed conflicts 
or nationalist policies practiced by the main producing countries. 

Thus, by the end on 2022, energy prices in Morocco soared to 
record levels, which was due to suffering from a difficult external 
environment, especially from the effect of the war between Russia 
and Ukraine. According to the Ministry of Energy Transition 
and Sustainable Development, the imports of energy recorded a 
strengthening in value of around 116.3% (or about + 69 billion 
DHs) to be about 128.3 billion DHs at the end of the period 
January-October 2022 instead of about 59.3 billion DHs at the 
end of October 2021. A rise in purchases in value of all product 
groups is reflected due to this trend. At the end of October 2022, 
the level of the gross bill of energy remains decreased above the 
gross energy recorded during the same period of the last years 
before the corona virus crisis: from 2017 to 2019 as an example. 
Additionally, since Samir stopped working, Morocco no longer 
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imports crude oil and the imported refined petroleum products 
come mainly from Russia, Italy, France, Spain and Netherlands. 
Furthermore, three companies from 20 distributors, which are 
Afriquia and the subsidiary of the Akwa group (Vivo Energy 
or Shell) and Total Morocco, account for more than 70% of the 
overall imports. To conclude, Global economic developments, 
geopolitical and environmental factors have led to a significant 
increase in the volatility of energy prices. Consequently, the ability 
to predict energy prices becomes very important.

Forecasting the stock price is of great importance for not only 
energy policy-makers, market participants like large corporate 
producers, manufacturers, large energy consuming firms as it 
can seriously affect its competitiveness, viability and future 
profitability but also portfolio diversification and energy risk 
management. Many attempts have been made to show the behavior 
of oil prices. While estimating the price of oil, two key categories, 
which are conventional statistics and econometric approaches, 
are taken into account. However, the classical economic models 
manage to cope with a large number of variables in big data sets; 
the limit order book and news stories as an example. Thus, stock 
prices are nonstationary, noisy and exhibit non-linear dynamics 
that cannot be captured by simple linear models (Abu-Mostafa 
and Atiya, 1996), and that is exactly what influence the model’s 
performance. Having a solution or set of solutions for most 
problems in economic domain entails the ability of applying 
machine learning approaches. Techniques of Machine learning 
(ML) possess these capabilities as it was explored in Varian (2014). 
Machine learning models also have better prediction performance 
robustness in comparison with to traditional methodologies of 
statistics and econometric models (Patel et al., 2015; Bustos and 
Pomares-Quimbaya, 2020; Shobana and Umamaheswari, 2021). 
Rather than being explicitly programmed, especially in oil price 
modelling, machine learning refers to a collection of algorithms 
that enable systems to learn from experience and data (Cohen, 
2020; Tang et al., 2020).

In a range of areas, the burst of applications of ML is due to the 
accessibility to plenty of data, the improvement in algorithms, and 
the increase in computer power. Finding the different models that 
effectively go hand in hand with the data points and predicting 
the stock price using the four regression machines learning (linear 
regression, lasso regression, ridge regression and SVR) as well as 
the four classifiers machine learning (logistic regression, decision 
tree, extra tree and random forest) to know which gives the best 
in terms of accuracy and performance is what this project aims at. 
Similarly, comprehensive and accurate national energy planning 
must take place for maintaining sustainable development in 
Morocco. Consequently, to make sure that Morocco is on track 
with its ‘energy efficiency’ strategy by 2030, forecasting stock 
prices is needed. In the energy sector, and our knowledge, this 
article remains among the first studies of oil price forecast in 
Morocco. For this reason, and as regards prediction accuracy, 
time saving and robustness, and doing a comparative analysis on 
the performance of the model with other prediction models have 
been presented somewhere else by some researchers, as well as 
the proposed model on python programming environment and 
evaluating the performances of the model, this study aims at 

formulating a new more intelligent predictive model using different 
kinds of machine learning and enhancing three performance of oil 
price prediction in Morocco.

What we are going to see through this paper is as follows: chapter 
one presents some reading in the previous studies, chapter 
two describes the area of study, data collection procedure, and 
partitioning process. Chapter three is about research methodology; 
it is basically about upon which techniques this research takes 
place. Then chapter four which provides the mains results.

2. LITERATURE REVIEW

The intrinsic complexity of oil market mechanisms always 
makes oil price prediction an intractable task, and the debate on 
understanding the behavior underlying oil prices has been renewed 
by the recent oil shocks and their far-reaching consequences. 
Generally speaking, the categorization of the previously done 
research on oil price forecasting can be divided into three main 
categories: econometric models, machine learning or deep learning 
methods and hybrid approaches. Because of the fact that the oil 
price series are usually nonlinear and non-stationary time series, 
which is interactively affected by many factors, Zhang et al. 
(2008) revealed three main factors (short-term, medium-term, and 
long-term) which affect the price of the crude oil volatility. It is 
typically driven by supply from exporting countries and demand 
from industrialized countries. Moreover, the oil price is influenced 
by other factors like GDP, exchange rate and financial asset as 
well as by economic crises and political events Hamilton (2003); 
Hooker (1996); Narayan et al. (2014); Narayan and Sharma (2014); 
Pradhan et al. (2015); Phan et al. (2015b); Narayan and Narayan 
(2014); Dowling et al. (2014).

The previously-mentioned variables affecting crude oil price have 
the characteristics of complex nonlinearity, dynamic volatility and 
high irregularity Watkins and Plourde (1994). remain the main 
reason behind predicting oil price accurately is rather challenging. 
Detecting nonlinear chaotic dynamics in time series data was 
dependent on nonlinear time series analysis on which the early 
studies were based. In the recent past decades, traditional statistical 
and econometric models such as linear regression, co-integration 
analysis, error correction models, GARCH models, naïve random 
walk, probabilistic model and vector auto-regression have also 
been widely applied to oil price forecasting Hooman (2020). The 
models we have just seen usually provides good prediction results 
when the price series under study and analysis is linear or partially 
linear. As usual, and due to the fact that oil price is formulated 
by complex factors that have different interactive effects between 
themselves as we mentioned, there is always a great deal of 
nonlinearity and irregularity.

The use of the traditional statistical and economic models remains 
the reason behind having poor prediction performance as lot 
of studies and experiments have recently shown (Weigend and 
Gershenfeld, 1994). Being built on linear assumptions and being 
unable to capture the nonlinear patterns hidden in the oil price series, 
the traditional statistical and economic models remain the reasons 
behind this phenomenon. Some linear and emerging artificial 
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intelligent models, nonlinear regression, artificial neural networks, 
deep learning and genetic expression programming as examples, 
provide powerful solutions to nonlinear oil price prediction simply 
because the limitations of the traditional statistical and econometric 
models (Wang and Tao, 2008; Zhang et al., 2017; Wu et al., 2019; 
Wang et al., 2021; Butler et al., 2021; Fan et al., 2021; Li et al., 
2019; Zhao et al., 2017). Using ML tools in the crude oil price 
forecasting process, researchers generally share the same point of 
view which is that advanced and hybrid ML tools are superior to 
traditional statistical tools. Hybrid methods integrate the methods 
mentioned above and thus utilize their advantages synthetically 
(Hooman, 2020; Hooman and Seyed, 2020). To enhance the 
forecasting performance, Zhou et al., (2019) accumulate time series 
disintegrating models and AI models.

There are two reasons behind why hybrid methods usually 
achieve better results than single models performance and 
they are as follow: in the price time series, we have time-series 
approaches or econometric models specialize in capturing the 
linearity and volatility, on the one hand while, on the other hand, 
the specialization in nonlinear and non-stationary characteristics 
goes to AI models. The division of utilization of news to enhance 
crude oil price forecasting, according to the recent research, can 
be into two: the first one is that news sentiment (Li et al., 2017; 
Zhao et al., 2019) or Google trends Wu et al. (2021) are utilized 
mainly as auxiliary features while the second one resides in the 
concentration on the news contexts. For constructing predictive 
factors, Bai et al., (2021) use the Latent Dirichlet Allocation topic 
model while for extracting text features from online news headlines 
automatically, Binrong et al. (2021) use Convolutional Neural 
Network. By comparing different ARIMA and NN architectures, 
or through the application of different decomposition and/or 
joint techniques, recent studies have paid more attention on the 
determination of the optimal forecasting technique (Tseng et al., 
2002; Shambora and Rossiter, 2007; Kadkhodaie-Ilkhchi et al., 
2009; Christodoulos et al., 2010; Jammazi and Aloui, 2012; 
Paz-Marín et al., 2012).Technologies with increasing number of 
real-world applications including finance and economics are being 
evolved by neural networks and genetic algorithms (Lisboa and 
Vellido, 2000; Chen, 2002; Sermpinis et al., 2012), and it has been 
successfully applied problems in biology mining and computing 
(Dehuri and Cho, 2008; Lopez and Weinert, 2004a; 2004b; Margny 
and El-Semman, 2005). Genetic expression programming is a 
new technique and its application are quite limited in the energy 
sector as well.

3. DATA

In this empirical paper which inspects the predictive power 
of the different models of the machine learning applied to the 
Moroccan energy sector. The three selected representative stocks 
as analysis subjects from Casablanca Stock Exchange/Amsterdam 
Stock Exchange are: Afriquia, the subsidiary of the Akwa group, 
Total Morocco and Vivo Energy or what is called Shell. Opening 
Price, Closing Price, Highest Price and Lowest Price are what 
the stock historical transaction data set includes. The period from 
January 2020 to February 2023 is the period when data collection 
takes place with a daily frequency and the prediction of the next 

day opening price is our target. In this respect, target = current 
day closing price – next day opening price. The aim is testing 
the performance of regression and classifier machine learning 
algorithms varies as a function of the prediction horizon. Formally, 
we generate the output variable for each stock as follow:

Target
if P P

otherwise
t

t n t
�

��
�
�

��

�� ��

�

1

0

;

;

 

 

The output variable is either equal to one (i.e. class 1) if the price 
at t+n is positive or zero otherwise (i.e. class 0). where Pt is the 
adjusted closing price at time t for daily prediction horizon.

With the additional support package scikit-learn (version 0.24.1) 
to compute and run the ML algorithms, python (version 3.8.3) is 
the programming environment used in this study.
•	 Training: Set which allows the algorithm to perform the task 

to predict or classification by learning and improving from the 
training set. The latter represents 88% of the observations;

•	 Validation: Set allows the model parameters to be optimized 
and it represents 10% of the data.

•	 Test: Set, which is mainly used to evaluate the predictive 
performance, covers the remaining 2% of the observations.

4. METHODOLOGY

4.1. Machine Learning Models
The use of a machine learning model is what helps to find patterns 
and decisions from the previously unseen dataset. Generally 
speaking, supervised learning, unsupervised learning and 
reinforcement learning are the classifications of most machine 
learning techniques. supervised learning, where the chosen 
algorithm tries to fit the target using the given input, is the used 
type of machine learning in this study. In other words, to find the 
relationship which has the best predictive power, the supervised 
learning algorithms are given the historical data. There are two 
varieties of supervised learning algorithms which are regression 
and classification algorithms. Regression-based supervised 
learning methods mission is to predict outputs based on input 
variables while classification-based supervised learning methods 
identify which category of set of data items belong to. Additionally, 
classification algorithms are probability-based. This means that 
the outcome is the category for which the algorithm finds the 
highest probability that the dataset belongs to; whereas, regression 
algorithms estimate the outcome of problems that have an infinite 
number of solutions which is referred to as the continuous set of 
possible outcomes.

4.1.1. Machine learning regression
4.1.1.1. Linear Regression
Multiple linear regression is a known of its use as a statistical 
analysis method to estimate the marginal effects of carefully 
chosen independent variables on explanatory dependent variables. 
The ordinary least squares method is a simple method to estimate 
the relationship between the independent variable and the 
explanatory variable in multiple linear regression.
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4.1.1.2. Lasso Regression
The lasso model, which stands for Least Absolute Shrinkage where 
the data values are shrunk towards a central point as the mean and 
the Selection Operator, is another modification of the least square 
method. It is used to estimate the sparse coefficients like models 
with few parameters. To automate certain parts of model selection, 
like variable selection/parameter estimation, and for the models 
which show high levels of multi-collinearity. This particular type 
of regression is well-suited. L1 regularization technique is used by 
Lasso Regression which, it is used when we have more features 
because it automatically performs feature selection. Rather than 
the sum of the squared coefficients, it adds the total of the absolute 
values of the coefficients.

4.1.1.3. Ridge Regression
Ridge regression is a regularization approach, which belongs 
to the class regression tool that uses L2regulation, is the way to 
combat the issue of overfitting in linear regression models. By 
adding a penalty term to the coast function of linear repression, the 
size of the coefficient is reduced and the overfitting is prevented. 
The penalty term regulates the magnitude of the coefficients in the 
model and is proportional to the sum of squared coefficients.
The penalty term’s value is raised when the coefficients shrink 
towards zero lowing the model’s variance.

4.1.1.4. Support vector regression
Support vector regression, which is used for regression tasks, 
is a type of support vector machine. Finding a function that 
approximates the relationship between the input variables and the 
continuous target variable is the goal of the SVR while minimizing 
the prediction error. To define how much error is acceptable in 
our model and to find an appropriate line to fit the data, SVR 
provides us this flexibility. This takes place by mapping the input 
variables to a high-dimensional feature space and finding the 
hyperplane which maximizes the margin or the distance between 
the hyperplane and the closest points as well minimizing the 
prediction error.

4.1.2. Machine learning classification
4.1.2.1. Logistic Regression
Logistic regression is approximately the same as the Linear 
Regression except that how they are used. Linear regression 
is usually used to solve Regression problems while Logistic 
regression is used to solve the classification problems. It is 
called regression simply because it takes the output of the linear 
regression function as input and uses a sigmoid function to estimate 
the probability for the given class, which is a mathematical 
function used to map the predicted values to probabilities and 
S-shaped curve that can take any real-valued number and map it 
into a value between 0 and 1, but never the same at those limits.

4.1.2.2. Decision Tree
Based on a given conditions, it remains graphical representation 
for getting all the possible solutions to a given problem. The 
reason behind being called a decision tree is that it is the same 
as a tree and it starts with the root nodes which are the decision 
node and the leaf node. To make any decision, decision nodes, 
which have different branches, are used; whereas, leaf nodes 

are the outputs of those decisions and have no branches. Before 
following the branches and jumping to the next node based on 
comparison, this algorithm compares the values of root attribute 
with record attribute first, and the algorithm, again, compares 
the attribute value with the other sub-nodes and move further, 
for the next node. This procedure continues until it reaches the 
leaf node of the tree.

4.1.2.3. Extra Tree
The extra trees are similar to random forest but can be faster. 
Even though the sampling for each tree is random and without 
replacement, the random forests algorithm creates many decision 
trees. There are also selected randomly specific numbers of 
features from the total set of features, and the most important 
and unique characteristic of extra trees is the random selection 
of a splitting value for a feature. What makes the tree diversified 
and uncorrelated is the random selection of a split values the 
algorithm does instead of calculating a local optimal value using 
Gini or entropy.

4.1.2.4. Random Forest
A number of decision trees on different subsets of the given dataset 
as well as taking the average to improve the predictive accuracy 
of the dataset is contained by Random Forest; the classifier type 
of machine learning. Instead of relying on one decision tree, the 
random forest takes the prediction from each tree and based on 
the majority votes of predictions, and it predicts the final output. 
The bigger the number of the trees in the forest, which leads 
to preventing the problem of overfitting, the higher accuracy 
becomes.

4.2. Evaluation Metrics
This paper aims at giving the comparison results of the above 
ML models in terms of confusion matrix and other performance 
measure for the sake of measuring the prediction performance of 
them (ML models).

4.2.1. Confusion matrix
A matrix, which is with 4 different combinations of predicted and 
actual values, describing the performance of a classification model 
on a set of test data depicts the confusion matrix.

Precision=
TP

TP+FP

Recall=
TP

TP+FN

F1=
2*Precision*Recall

Precision+Recall
=

2*TP

2*TP+FP+FN

When we talk about true positive (TP): Observation is predicted 
positive and is actually positive in the same way, false positive 
(FP): Observation is predicted positive and is actually negative. 
While, true negative (TN): Observation is predicted negative and is 
actually negative. Observation is predicted negative and is actually 
positive when it comes to False negative (FN).
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4.2.2. Performance measure
In the sake of evaluating prediction on regression machine, there are 
actually several evaluation metrics that exist for the matter. Coefficient 
of determination ‘R2’, mean square error ‘MSE’, and root mean square 
error ‘RMSE’, mean absolute error ‘MAE’ mean absolute percentage 
error ‘MAPE’. Strengths and weaknesses of each method remains 
the factor behind having different prediction metrics. What makes 
RMSE and MAE scale-dependent error measures is that they do not 
allow comparison between point predictions across different scales, 
and the use of the percentage-based error measure MAPE makes the 
probability of having errors smaller when the predictor variable is 
lower. The following are the equations for this metrics:

1
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−
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i ii
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N
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i i
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Where N denotes the number of samples,  ˆiy  is the predicted 
value of the model, yi m eans the true value of the response, and  

iy  represents the average estimate.

5. EMPIRICAL RESULTS

5.1. Evaluation of Regression Algorithms
To find out which regression algorithm suits these kinds of 
datasets so that researchers find it helpful for their future studies, 
four different algorithms on the data of three different companies 
applied to the Moroccan energy sector are compared in this study. 
Table 1 and the Figures 1-4 represents results of these algorithms 
of the stock as a whole, and each column represents a stock and 
each row represents machine learning algorithms.

On one hand, when we applied the mentioned algorithms on the 
data of the Afriquia Company, linear regression, lasso regression 
and ridge regression show better results on training data and 
data test than SVR. On the other hand, SVR shows better results 
on validation data in terms of the MSE, the RMSE, the MAE, 
the MAPE and the R2 criterions than linear regression, lasso 
regression and ridge regression.

Table 1: Evaluation of regression algorithms
Model M AFR TTL SHELL
Linear regression

Training MSE 10,496.26 359.26 0.04
RMSE 102.45 18.95 0.19
MAE 74.03 13.1 0.14
MAPE 1.63 0.96 0.73
R2 0.97 1 1

Validation MSE 19,579.25 649.05 0.35
RMSE 139.93 25.48 0.6
MAE 106.83 18.45 0.38
MAPE 2.36 1.85 2.3
R2 −0.22 0.98 0.89

Test MSE 8702.71 649.32 0.02
RMSE 93.29 25.48 0.14
MAE 72.31 20.2 0.12
MAPE 1.64 1.52 0.44
R2 −0.59 0.85 0.84

Lasso regression
Training MSE 10,512.54 371.95 0.07

RMSE 102.53 19.29 0.27
MAE 73.95 13.22 0.22
MAPE 1.63 0.97 1.17
R2 0.97 1 1

Validation MSE 19,511.46 642.86 0.37
RMSE 139.68 25.35 0.61
MAE 106.74 18.69 0.4
MAPE 2.36 1.88 2.44
R2 −0.22 0.98 0.98

Test MSE 8424.22 696.41 0.04
RMSE 91.78 26.39 0.19
MAE 69.95 21.21 0.16
MAPE 1.59 1.6 0.6
R2 −0.54 0.83 0.73

Ridge regression
Training MSE 10,496.26 359.26 0.04

RMSE 102.45 18.95 0.19
MAE 74.03 13.1 0.14
MAPE 1.63 0.96 0.73
R2 0.97 1 1

Validation MSE 19,579.52 649.05 0.35
RMSE 139.93 25.48 0.59
MAE 106.83 18.45 0.38
MAPE 2.36 1.85 2.3
R2 −0.22 0.98 0.98

Test MSE 8702.71 649.32 0.02
RMSE 93.29 25.48 0.14
MAE 72.31 20.2 0.12
MAPE 1.64 0.85 0.44
R2 −0.59 0.85 0.84

SVR
Training MSE 278,691.15 365.38 0.06

RMSE 527.91 19.11 0.24
MAE 431.28 13 0.18
MAPE 9.8 0.95 0.92
R2 0.27 1 1

Validation MSE 14,632.06 365.38 0.37
RMSE 120.96 19.11 0.61
MAE 93.98 13 0.4
MAPE 2.07 1.83 2.45
R2 0.09 0.98 0.98

Test MSE 14,716.95 631.23 0.02
RMSE 121.31 25.14 0.16
MAE 110.05 20.52 0.12
MAPE 2.54 0.85 0.45
R2 −1.69 0.85 0.81
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When it comes to the data of Total Morocco Company, all machine 
learning algorithms show better results on training data in all MSE, 
RMSE, MAE, MAPE, and R2 criterions but linear regression, and 
ridge regression still the best. On the validation of the data, the 
SVR, again, show the best results. The SVR, show the best results 
and perform best in the MSE, the RMSE, and the MAE compared 
by linear regression and ridge regression on data test.

While training the algorithms with the data of Shell Company, 
linear regression and ridge regression show best results on 
training data while SVR and lasso regression performed worst. On 
validation test and data test all machine learning algorithms show 
best results but linear regression, and ridge regression still the best.

Both of linear regression and ridge regression fit better on training 
data for all the companies; whereas, the SVR and lasso regression, 
as examples, do not. Optional results, when the relationship 
between the independent variables and the dependent variables 
which are almost linear, are shown by the implementation of linear 
regression on the base of statistical model. Furthermore, results on 

data validation is shown better using the SVR. Additionally, linear 
regression, ridge regression and the SVR fit better on testing data 
for all companies than lasso regression.

5.2. Evaluation of Classification Algorithms
Precision shows that the number of positive predictions is well 
made. To put clear, it is the number of the well predicted positives 
(True Positives) divided by all the predicted positive (True Positive 
+ False Positive). The higher it is, the more the Machine Learning 
Model minimizes the number of False Positives. When the 
precision is high means that the majority of the positive predictions 
of the model are well predicted positives.

The percentage of positives well predicted by our model is given by 
recall. it is the number of well predicted positives (True Positive) 
divided by the total number of positives (True Positive + False 
Negative). The higher it is, the more Learning Machine Model 
maximizes the number of True Positives. When the recall is high, 
it rather means that it will not miss any positive. Nevertheless, any 
information about its prediction quality on the negatives is given.

A combination of precision and recall is used by the F1-score metric. 
Indeed, the F1 score is the harmonic mean of the two. A high F1 
score symbolizes a high precision and a high recall. This presents a 
good balance between precision and recall, and it gives good results 
on problems. A low F1 score does not tell something except that 
whatever about performance at a threshold. Low recall means we 
did not try to do well on most of the set test as a whole, and among 
the cases we identified as positive cases, low precision means that 
we did not get many of them right, but low F1 does not tell which 
case. On the first hand, having high F1 means we likely have high 
precision and recall on a large part of the decision. On the other hand, 
having low F1 means that neither the problem is clear (low precision 
or low recall), nor the model suffers from type-I or type-II error.

Table 3 show that Precision, recall, and F1 show higher values on 
training and validation test when they these algorithms are applied 
on the data of Total Morocco Company. These values are towards 
1 signify that all models did not miss any true positives.

A law score (+<0.5) of precision, recall and F1 on decision tree, 
extra tree and random forest is shown on testing test. At the same 
time, this means that this classifier models has a high number of 
false positives. This is may be due to a result of imbalanced class 
and untuned model hyper parameters. Table 2 suggests that logistic 
regression outperforms all other single classifiers (i.e decision tree, 
extra tree and random forest) in terms of precision, recall and the 
F-1 for 1-day-ahead forecasting.

Precision, recall and the F1 show higher values on training data 
when applying these algorithms on the data of Afriquia Company. 
These values its towards 1 signify that decision tree, extra tree and 
random forest models do not miss any true positives. Precision, 
recall and F1 show a low score (<0.5) on validation and testing 
data, which means that this classifier models has a high number of 
false positives. This can be the result of an outcome of imbalanced 
class or untuned model hyper parameters. Table 2 suggests that, in 
terms of precision, recall and the F1 for 1-day-ahead forecasting 

Table 2: Evaluation of classification algorithms
Model M TTL AFR SHELL
Logistic regression

Training Precision 0.77 0.52 0.85
Recall 0.68 0.51 0.85
F1 0.69 0.43 0.85

Validation Precision 0.68 0.73 0.81
Recall 0.68 0.61 0.79
F1 0.68 0.58 0.79

Test Precision 0.86 0.83 0.76
Recall 0.6 0.62 0.71
F1 0.58 0.6 0.73

Decision tree
Training Precision 0.98 0.91 1

Recall 0.96 0.89 1
F1 0.97 0.89 1

Validation Precision 0.6 0.43 0.72
Recall 0.59 0.43 0.72
F1 0.57 0.43 0.72

Test Precision 0.5 0.25 0.58
Recall 0.5 0.33 0.61
F1 0.49 0.29 0.51

Extra tree
Training Precision 0.98 0.91 1

Recall 0.96 0.89 1
F1 0.97 0.89 1

Validation Precision 0.61 0.41 0.61
Recall 0.6 0.41 0.61
F1 0.59 0.41 0.61

Test Precision 0.5 0.25 0.4
Recall 0.5 0.33 0.36
F1 0.49 0.29 0.36

Random forest
Training Precision 0.97 0.9 1

Recall 0.97 0.9 1
F1 0.97 0.9 1

Validation Precision 0.61 0.3 0.74
Recall 0.6 0.29 0.73
F1 0.59 0.29 0.73

Test Precision 0.33 0.45 0.76
Recall 0.5 0.46 0.8
F1 0.4 0.45 0.77
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on training, validation and testing data, logistic regression 
outperforms all other single classifiers models (i.e decision tree, 
extra tree and random forest).

Lastly, logistic regression, decision tree, and random forest show 
better results in terms of precision, recall and F1 for 1-day-ahead 

forecasting when these algorithms trained with the data of Shell 
Company. While, for testing data, we observe that extra tree shows 
low values in terms of precision, recall and F1. After and based 
on the prediction of these three companies we come to understand 
that the logistic regression outperforms the other machine learning 
models.

Figure 2: Future day prediction – Lasso regression

Figure 1: Future day prediction - Linear regression

Figure 4: Future day prediction – SVR

Figure 3: Future day prediction – Ridge regression
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6. CONCLUSION

Forecasting the course of stock prices is significantly enough for 
having the development of successful share trading strategies. 
Guaranteeing attractive benefits for the investors can take place 
if there is effective prediction of closing stock prices. Machine 
learning algorithms have the ability to process and forecast almost 
reliable closing prices for historical stock patterns. In this study, 
we study the portfolio of three different companies belong to the 
energy sector, and the aim is to compute, using historical data, 
the opening price of next day stock. Eight different Machine 
Learning are applied on the data and are evaluated using several 
performances metrics to reach the aim and complete the task. The 
majority of research in this field is mostly interested in determining 
if the market price will rise or fall in the future.

The findings indicate that all regression and classifier Machine 
Learning algorithms are capable of forecasting the oil price with 
some differences. Furthermore, it is difficult to choose the best 
model among the classifier machine models for the analyzed 
companies; however, forecasts based on the logistic machine 
is often the most accurate. While, in the class of the regression 
machine learning models, the results indicate the forecasting 
superiority of the linear regression and ridge regression. So, 
forecasting the oil price will provide more details regarding the 
potential behaviour of the energy stock price if it is forecasted 
with a certain degree of precision. As a result, this strongly sends 
a signal to investors that demand forecasts may be done using 
computational intelligence techniques. Showing that stock values 
in the past can be used to forecast future prices is another goal this 
research aims at. According to the findings, past stock markets 
provide details that can be used to forecast future prices.

This attempt can be developed into several studies and direction 
in the future. First of all, other machine learning methods like 
neural networks or hybrid models can be applied. Second, other 
proxies of volatility, like the realized variance or the bi-power 
variation, can be used in sake of evaluating the forecasts. Then, 
the comparison of the models can be performed for simulated data 
assuming different generating processes.
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