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Abstract

We use random forests, a machine-learning technique, to formally examine the link
between real gasoline prices and presidential approval ratings of the United States
(US). Random forests make it possible to study this link in a completely data-
driven way, such that nonlinearities in the data can easily be detected and a large
number of control variables, in line with the extant literature, can be considered.
Our empirical findings show that the link between real gasoline prices and the
presidential approval ratings is indeed nonlinear, and that the former even has
predictive value in an out-of-sample exercise for the latter. We argue that our
findings are in line with the so-called pocketbook mechanism, which stipulates
that the presidential approval ratings depend on gasoline prices because the latter
have sizable impact on personal economic situations of voters.
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1 Introduction

There is quite a lot of discussion in the popular media about the possible nega-

tive influence of gasoline prics on the presidential approval ratings of the United

States (US).1 Although various government policies (like import tariffs, infras-

tructure investment, renewable energy-related decisions, and environmental stan-

dards) can move gasoline prices in one direction or another, the fact is that US

presidents actually have only limited control over energy prices, which are de-

termined by global supply and demand. Hence, the frequent politicization of

gasoline prices might seem puzzling. However, as outlined in Kim and Yang

(2022), two mechanisms can account for the electoral effects of gasoline prices.

First, voters response to changes in gasoline price may reflect “pocketbook” con-

siderations, i.e., changes in gasoline prices can result in sizable gains or losses

for individual voters, and hence, may affect their personal economic situations.

Second, voters can be motivated by a “sociotropic” reason, that is, voters may

consider movements in gasoline prices as an informational source about the

general health of the economy.

In this research, our objective aim is to test this relationship between the US

presidential approval ratings and gasoline prices by accounting for nonlinearity,

as confirmed by statistical tests conducted by us, as well as, by controlling for a

large number of macroeconomic and financial factors, and their corresponding

uncertainties, besides geopolitical risks, and oil prices. The importance of these

1See, for two recent examples https://centerforpolitics.org/crystalball/
gas-prices-and-presidential-approval/ and https://sites.lsa.umich.edu/mje/
2022/05/02/. Indeed, there is a lot more available on this topic as will be revealed by a simple
Google search: “Gasoline price and presidential approval”. In general, these articles tend to use
exploratory analysis or simple bivariate linear regressions to highlight this adverse impact.
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variables, often as nonlinear drivers (i.e., increase in importance beyond a cer-

tain threshold) for the US presidential approval ratings, have been highlighted

in many studies (see, for instance, Burden and Mughan (2003), Halcoussis et al.

(2009), Chong et al. (2011), Fauvelle-Aymar and Stegmaier (2013), Berlemann

and Enkelmann (2014), Berlemann et al. (2015), Choi et al. (2016), Dickerson

(2016), Adrangi and Macri (2019), Gupta et al. (2021), Bouri et al. (forthcom-

ing), and references cited therein). Econometrically speaking, we address the

question in hand in a robust manner by means of a machine learning approach,

known as random forests (Breiman, 2001), over the monthly period of 1973:10

to 2023:12. Random forests can accurately trace out the link between presiden-

tial approval ratings and a large number of its drivers, which in our case is 19

(including the lagged presidential approval ratings), in a full-fledged data-driven

manner. Being a nonparametric approach, random forests automatically cap-

ture potential nonlinear links between the US presidential approval ratings and

gasoline prices, besides the various other control variables.

To the best of our knowledge, we are the first to analyze whether there is

a prominent role of gasoline prices in driving US presidential approval ratings

using a machine-learning approach. More importantly, we not only consider

this question from an in-sample view, but also conduct a one-step-ahead out-

of-sample forecasting exercise, with the latter well-established as a relatively

stronger test of predictability than an in-sample test (Campbell, 2008; on the

predictability of gasoline prices, see Baumeister et al., 2017). In the process, our

research can be considered to be an extension to the somewhat related study of

Harbridge et al. (2016). They have assessed the strength of the pocketbook and
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the sociotropic mechanisms by examining the interaction effects between gaso-

line prices and media coverage volume on presidential approval ratings, the idea

being that, if the sociotropic mechanism prevails, the impact of gasoline prices

should be more significant when voters are exposed to more regular news cover-

age about gasoline prices. Relying on data from multiple surveys, Harbridge et al.

(2016) have reported an insignificant effect from the interaction term along with

independent effects from gasoline prices, thus, suggesting a strong pocketbook

but weak sociotropic mechanism.2

With the US going into elections at the end of this year, and the fluctua-

tions in gasoline (and oil) prices constantly in the news, especially in the wake

of series of recent geopolitical events associated with major energy-producing

economies, this is indeed a pertinent question to ask. Answering this question

is not only of paramount importance from the perspective of global investors

operating in financial markets (on political cycles and stock-market returns, see

Pástor and Veronesi, 2020), but also from the point of view of world politics, given

the worldwide influence of (divergent) policy stances undertaken by Democratic

and Republican presidents. At the same time, while our objective is not neces-

sarily to explicitly identify the channels through which gasoline prices drive the

US presidential approval ratings, if we end up finding that the former are indeed

relatively more important (as is possible in our machine-learning set-up) than

2Kim and Yang (2022) have revisited this line of research by considering average driving time
to work to differentiate between the two mechanism, based on the idea that, once a voter is
informed about gasoline prices (at gas stations), there is no need for additional media coverage,
and so the marginal effects of the latter can be expected to be negligible. Kim and Yang (2022)
have reported, in line with the pocketbook mechanism, that constituencies with longer average
driving times to work held the president accountable for gasoline price increases, as reflected by
a reduction in the vote share of the incumbent president.
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the macroeconomic factors, as well as oil prices (historically known to be closely

associated with the US macroeconomy and financial markets; Gupta and Wohar,

2017)), in impacting the latter, such a finding can be interpreted as a further

piece of evidence in line with the pocketbook mechanism. Thus, the empirical

results of our paper are also relevant academically to the theoretical literature

on electoral politics, which aims to identify underlying reasons (i.e., pocketbook

or sociotropic) behind economic voting (Kramer, 1971; Kinder and Kiewiet, 1981;

Fiorina, 1981; Gomez and Wilson, 2001).

We organize the remainder of this research as follows: In Section 2, we pro-

vide a description of the data that we use in our study, while we outline in

Section 3 our econometric model. In Section 4, we present our empirical results.

In Section 5, we conclude.

2 Data

The data on US presidential approval ratings (PAR) are based on surveys con-

ducted by Gallup, as part of the American Presidency Project.3 A rating (ex-

pressed in percentage terms) informs about the proportion of respondents to an

opinion poll who approve of the US president in office at the time when the poll

was conducted. An important advantage of the Gallup poll, which differentiates

it from other national polls informing about public approval of the president, is

that the Gallup poll has been based over the years (since, July, 1941) on the

same unchanged approval question: “Do you approve or disapprove of the way

3The data can be accessed from: http://www.presidency.ucsb.edu/data/popularity.
php.
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[enter president name] is handling his job as president?”. The upper panel of

Figure 1 plots the ups and downs of the presidential approval ratings during the

sample period that we study in this research.

− Figure 1 about here. −

As far as nominal gasoline prices are concerned, we utilize the US city average of

all grades of gasoline retail price (in dollars per gallon including taxes). The data

is obtained from the Monthly Energy Review of the Energy Information Admin-

istration (EIA) of the US.4 We obtain real gasoline prices (RGP ) by deflating with

the Consumer Price Index (CPI), which captures the average price of all items for

all urban consumers, obtained from the FRED database maintained by the Fed-

eral Reserve Bank of St. Louis.5 The lower panel of Figure 1 plots real gasoline

prices.

Browsing through Figure 1, there does seem to be a negative association

between PAR and RGP , as is confirmed by a negative full-sample correlation co-

efficient of = −0.46, with a p-value of 0.00. The empirical fact that this negative

association is nonlinear, however, is indicated when we estimate a quantile-on-

quantile regression model, in line with Sim and Zou (2015). We find, as re-

ported in Figure A1 at the end of the paper (Appendix), that the effect varies

in magnitude across the conditional quantiles of PAR for different sized-values

(quantiles) of RGP , with relatively stronger effects at lower quantiles of the latter

and upper quantiles of the former. Using the wavelet localized multiple correla-

tion (WLMC) approach of Fernández-Macho (2018), the nonlinear negative rela-

4See, specifically, Table 9.4: Retail motor gasoline and on-highway diesel fuel prices, at:
https://www.eia.gov/totalenergy/data/monthly/index.php.

5https://fred.stlouisfed.org/series/CPIAUCSL.
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tionship of RGP with PAR is, in general, confirmed not only based on varying

strength of correlation over time, but also across frequency-bands, particularly

over to medium- to long-run since the mid-1980s, as shown in Figure A2, which

we also place at the end of the paper.

We also control for crude oil prices by utilizing the real values of the Cushing,

Oklahama West Texas Intermediate (WTI) spot oil price (RWTI), with the nominal

price also derived from the EIA,6 and the CPI deflator from the FRED. As has been

emphasized by Kilian (2010), while crude oil is the main input in the production

of motor gasoline, the retail prices of the latter will in addition reflect shocks

to the demand from the US for gasoline as well as shocks to the ability of US-

based refiners to process crude oil. In other words, changes in the retail price

of gasoline are likely to be driven not exclusively by events in the global crude

oil market. It, thus, is important to look at both gasoline and oil separately

when considering the role of energy prices in impacting the presidential approval

ratings.

We now turn our attention to a detailed discussion of our other predictors,

beyond the energy prices. In order to capture a broad base of macroeconomic

and financial variables, in line with the literature on presidential approval rat-

ings mentioned above, we use eight factors (F1, F2,..., F8) derived from the 134

macroeconomic variables of Ludvigson and Ng (2009, 2011).7 Including these

factors gives us the advantage of capturing a wide array of aggregate and re-

gional time-series. The factors contain information on real output and income,

6The data can be downloaded from: https://www.eia.gov/dnav/pet/hist/LeafHandler.
ashx?n=PET&s=RWTC&f=M.

7The factors are available for download from: https://www.sydneyludvigson.com/
data-and-appendixes.
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employment and hours, real retail, manufacturing and sales data, international

trade, consumer spending, housing starts, housing building permits, invento-

ries and inventory sales ratios, orders and unfilled orders, compensation and

labor costs, capacity utilization measures, price indexes, interest rates and in-

terest rate spreads, stock market indicators, and foreign exchange measures.

As pointed out by Ludvigson and Ng (2009, 2011), the factors can be distinctly

identified with F1 being a real activity factor, F2 capturing interest rate spreads,

F3 and F4 capturing comovements of prices, F5 being an interest rates factor,

F6 and F8 capturing the situation in the housing and the stock markets, and,

finally, F7 summarizing the alternative measures of the money supply.

In addition, in line with earlier studies dealing with what determines US pres-

idential approval ratings, we use the macroeconomic uncertainty (MU) and finan-

cial uncertainty (FU) measures developed by Jurado et al. (2015) and Ludvigson

et al. (2021), which, in turn, is the average time-varying variance in the un-

predictable component of 134 macroeconomic and 148 financial time-series. In

other words, the MU and FU variables are designed in a way so as to capture the

average volatility in the shocks to the factors that summarize real and financial

conditions.8 The metrics that we use are the broadest measures of macroeco-

nomic and financial uncertainties currently available for the US. The uncertainty

indexes cover three forecasting horizons of 1-, 3-,and 12-month-ahead, and are

denoted by MU1, MU3, MU12, FU1, FU3, and FU12.

Again, in line with earlier research on the topic of presidential approval rat-

8The MU and FU indexes are can be downloaded from: https://www.sydneyludvigson.
com/macro-and-financial-uncertainty-indexes. Note that the same 134 variables that are
used in computing the factors are also used as predictors and the metric of macroeconomic
uncertainty.
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ings, as far as geopolitical risks are concerned, we consider two indexes related

to threats and attacks. The two indexes are based on the work by Caldara and

Iacoviello (2022),9 who compute the indexes by counting the number of articles

related to adverse geopolitical events using automated text search of the elec-

tronic archives of three newspapers (namely, the Chicago Tribune, the New York

Times, and the Washington Post) for each month (as a share of the total number

of news articles). The search spans eight categories (war threats, peace threats,

military buildups, nuclear threats, terror threats, beginning of war, escalation of

war, terror acts), with the geopolitical threats (GPRT) index covering categories 1

to 5, and the geopolitical acts (GPRA) index comprising of categories 6 to 8.

Understandably, along with a lag of presidential approval ratings, included

to capture the persistence of the presidential approval ratings, we end up with

19 predictors of the presidential approval ratings for the current period, covering

the monthly sample period ranging from 1973:10 to 2023:12, based on data

availability at the time of writing this paper, with the start date corresponding to

the RGP series,10 and the end date being in line with the eight factors and the

six uncertainty measures.

9The data can be downloaded from: https://www.matteoiacoviello.com/gpr.htm.
10The US city average of all grades of gasoline retail price series is backcast from 1978:01

to 1973:10 using the EIA-based price of leaded regular gasoline, following Kilian (2010) and
Baumeister et al. (2017).
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3 Random Forests

In order to detect the nature of the link between the presidential approval rating,

PAR and real gasoline prices, RGP , we use models of the following format:

PARt = f(PARt−1, RGPt, CVt), (1)

where CVt denotes a vector of the 17 control variables (i.e., eigth macro and finan-

cial factors (F1, F2,..., F8); six uncertainty-related measures (MU1, MU3, MU12,

FU1, FU3, FU12); two geopolitical risks indexes (GPRT, GPRA), and RWTI), and

f(.) is a function to be estimated. We estimate this function using random forests

(Breiman, 2001). A random forest consists of a large number of individual re-

gression trees, T , which are combined in an additive way. A regression tree,

in turn, consists of a root and several nodes and branches (see, Breiman et

al. (1983)). The nodes and branches partition the space of the predictors into

non-overlapping regions, which are identified by applying a search-and-split al-

gorithm (for a textbook exposition, see Hastie et al. (2009)). This search-and-split

algorithm is initialized at the root of a regression tree by subdividing the space

of predictors into a left region (i.e., a branch), R1, and a right region, R2, which

are identified by searching for combination of a predictor and a splitting point,

{s, p}, that solves the following optimization problem:

min
s,p

min
PAR1

∑
xs∈R1(s,p)

(PARz − PAR1)
2 + min

PAR2

∑
xs∈R2(s,p)

(PARz − PAR2)
2

 → {s∗, p∗},

(2)
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where xs denotes a realization of predictor s, an asterisk denotes an optimal

value, z identifies those realizations of PAR that belong to a region, and PARk, k =

1, 2 denote the region-specific means of PAR.

Upon applying the search-and-split algorithm in top-down way by applying

this optimization problem in a recursive way, we can grow a complex regression

tree that consists of many nodes and branches. The predicted value of the pres-

idential approval ratings then can be computed from such a regression tree as

follows:

T
(
xi, {Rl}L1

)
=

L∑
l=1

PARl1(xi ∈ Rl), (3)

where L denotes the number of regions and 1 denotes the indicator function.

A complex regression tree should inform a researcher in much detail about

the link between the presidential approval ratings, the real gasoline price, and

the vector of control variables. At the same time, its complicated hierarchi-

cal structure makes a complex regression tree rather sensitive to the specific

idiosyncratic features of the sample of data under study. A random forest ad-

dresses this overfitting problem by growing not only one but many regression

trees. Such an ensemble of regression trees is grown by (i) computing a large

number of bootstrap samples by resampling from the data, (ii) growing a random

regression tree for every single bootstrap sample, and (iii) predict the presidential

approval ratings as the average prediction obtained from the ensemble of random

regression trees. A random regression tree uses for the search-and-splitting al-

gorithm only a random subset of the predictors and, thereby, mitigates the effect

of influential predictors on tree building. Averaging across random regression

trees, in turn, stabilizes the resulting predictions.
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We use the R language and environment for statistical computing (R Core

Team 2023) and the R add-on package “randomForestSRC” (Ishwaran and Ko-

galur, 2023) to estimate random forests. We use 500 individual regression trees

to grow a random forest, and bootstrapping is done with replacement.

4 Empirical Results

We start our empirical analysis with a brief look at the results of a conventional

ordinary-least-squares (OLS) model. This OLS model features only the lagged

presidential approval ratings and real gasoline prices as predictors, but not the

other control variables. The OLS model, thus, sheds light on the bivariate linear

correlation between the presidential approval ratings and real gasoline prices, af-

ter accounting for the persistence of the former. Table 1 summarizes the results

of estimating the OLS model. The coefficient of the lagged presidential approval

ratings is estimated to be approximately 0.91, while the coefficient estimated for

real gasoline prices takes on a value of roughly −1.99. Both coefficients are indi-

vidually highly significant statistically, and also their total explanatory power, as

summarized by the F-statistic, is highly significant. The adjusted R2 of the OLS

model is approximately 0.87, indicating that the fit of the model is satisfactory.

The main message to take home from the OLS model is that the contempora-

neous correlation between the presidential approval ratings and real gasoline

prices is significantly negative.

− Table 1 about here. −

The OLS model imposes a linear structure on the data. The results that we sum-
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marize in Figure 2 indicate that such a linear structure may be too restrictive.11

Figure 2 shows a scatterplot of the presidential approval ratings as a function

of real gasoline prices along with a superimposed local Gaussian polynomial re-

gression and its ± 2 standard error band. In line with the OLS results, the

polynomial regression function has a negative slope as well. The local slope of

the polynomial regression function, however, in addition reveals that, at compar-

atively low values of real gasoline prices, the correlation is stronger (in absolute

terms) than at relatively high values of the real gasoline price. Hence, the esti-

mated polynomial regression function indicates that the contemporaneous link

between the presidential approval ratings and real gasoline prices is nonlinear.

− Figure 2 about here. −

A drawback of the polynomial regression is that it does not control for the im-

pact of the predictors other than real gasoline prices. In order to shed light on

the link between the presidential approval ratings and real gasoline prices after

controlling for the predictive value of the other predictors, we plot in Figure 3

the partial dependence function we obtain from estimating a random forest. The

partial dependence function informs about the value of the presidential approval

ratings that the estimated random forest predicts for alternative realizations of

real gasoline prices, holding the other predictors constant. The estimated partial

dependence function resembles the estimated polynomial regression function.

The partial dependence function has a strongly negative slope for low values of
11Results of the Brock et al. (1996; BDS) test of nonlinearity, applied to the residuals recovered

from the OLS regression, confirm the need to look beyond a linear model. Results of the multiple
structural break tests of Bai and Perron (2003), applied to the same regression, point in the
same direction. The BDS test rejects the null i.i.d. residuals across all five (2, 3, 4, 5 and 6)
dimensions with a p-value of 0.00, suggesting uncaptured nonlinearity, while the the Bai and
Perron (2003) tests identifies five breaks at: 1983:11, 1991:09, 2000:01, 2009:01, and 2016:11.
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real gasoline prices and then more or less flattens out when real gasoline prices

increase beyond their mean (1.08)/median (1.03).

− Figure 3 about here. −

Another way to look at the link between the presidential approval ratings and

real gasoline prices is to use the estimated random forest to study the variable

importance (VIMP) of the latter. Alternative definitions of VIMP can be used to

this end. Table 2 depicts the results for two such definitions. For the upper

panel, permuted out-of-bag data are trickled down a tree and for every tree the

difference is computed between the prediction error obtained using the predictor

noised-up in this way and the original predictor. VIMP is then computed as the

average of this difference across all trees in the estimated random forest. For

the lower panel, VIMP is computed as an overall forest effect by comparing all

perturbed and unperturbed trees in the estimated random forest. In other words,

the left panel shows VIMP as an average tree effect, while the right panel shows

VIMP as an overall forest effect. Both panels, however, convey the same message.

The lagged presidential approval rating is the most important predictor, followed

by real gasoline prices and the real oil price (or the other way round).

− Table 2 about here. −

In Table 3, we look at the forecasting properties of real gasoline prices. To

this end, we compare a benchmark model, PARt+1 = f(PARt, CVt), with a ri-

val model, PARt+1 = f(PARt, CVt, RGPt), both estimated by means of random

forests. We estimate the models recursively, using an initial training period

13



of 10 years,12 and use the recursive estimates to compute out-of-sample one-

month-ahead forecasts of the presidential approval ratings. We then compute

the root-mean-squared forecasting error (RMSFE) and the mean absolute fore-

casting error (MAFE) for both models. The RMSFE (MAFE) ratios inform about

the relative forecasting performance of the two competing models. A RMSFE

(MAFE) > 1 shows that the rival model (the one that features the real gasoline

price in its array of predictors) performs better than the benchmark model. The

RMSFE and MAFE ratios both take on a value of about 1.03, indicating that real

gasoline prices have a moderate positive effect on forecast accuracy.

− Table 3 about here. −

We also report results for a modified RMSFE (MAFE) ratio, where the discount

“old” forecast errors using the formula FEs× γT−s, for s = T, T − 1, T − 2, ..., where

FE denotes the forecast error and T denotes the last observation of the sequence

of out-of-sample forecasts. We consider two cases: γ = 0.99 and γ = 0.9. In both

cases, more recent forecast errors receive a larger weight as compared to more

distant forecast errors. We observe that discounting increases the ratios. This

observation suggests that the impact of real gasoline prices on forecast accuracy

has tended to increase in the more recent past.

In order to inspect this observation from a different angle, we plot in Figure 4

how the rank of real gasoline price among the predictors changes when we move

12This ensures that, our out-sample starts from 1983:11, which corresponds to, as discussed
in Footnote 11, the first break date identified by the Bai and Perron (2003) test of structural
instability applied to the linear regression model of PAR on RGP . Despite using a nonlinear
model, this is important because our forecasting framework with RGP does not suffer from
any possible misspecification due to regime changes, as the forecasting models are estimated
recursively over an out-of-sample period which contains all the break points.
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the end of the recursive-estimation window forward in time. We plot the rank

of real gasoline prices in terms of how often this predictor is used for splitting

when growing a random forest (upper panel) and in terms of VIMP (lower panel).

A lower rank means that real gasoline prices are more important. The evolution

of both metrics shows that the importance of real gasoline prices has increased

over time.

− Figure 4 about here. −

In order to assess the statistical significance of the impact of real gasoline prices

on forecast accuracy, we report, also in Table 3, the results of the Clark and

West (2007) and the Diebold and Mariano (1995) tests, where we report results

for absolute and squared forecast errors in case of the latter. We report results for

both tests because a comparison forecasting models in terms of statistical tests

is complicated by the nonlinear and complex structure of random forests. The

nonlinear and complex structure of random forests implies that the models are

not simple nested versions of each other. In any case, both tests yield statistically

significant results and, thus, point in the same direction that real gasoline prices

help to improve the accuracy of one-month-ahead forecasts of the presidential

approval ratings.

− Figure 5 about here. −

The uncertainties that we include in our array of predictors can be interpreted

as forward-looking variables and, as such, account for the sociotropic argu-

ment that movements in gasoline prices have a substantial impact on voters

expectations of the overall macroeconomy. The incremental impact of real gaso-

line prices on the presidential approval ratings, therefore, can be interpreted

15



as direct evidence of the pocketbook mechanism. In order to strengthen this

interpretation further, we let subsequent macroeconomic conditions, Mt+1, be

linked to voters’ expectations of the overall macroeconomy, M e
t|t+1, by some func-

tion, Mt+1 = h(M e
t|t+1). We also assume, in line with the sociotropic mechanism,

that voters’ expectations are some function, g(.), of currently observed real gaso-

line prices, M e
t|t+1 = g(RGPt). We then have Mt+1 = h(g(RGPt)) ≡ g̃(RGPt) or

RGPt = g̃−1(Mt+1). If so, real gasoline prices should impact the presidential

approval ratings only because current real gasoline prices are a proxy of sub-

sequent macroeconomic conditions. Now, we let the latter be captured by the

macroeconomic factors, F1, F2,...,F8, and then include the array of predictors of

our random-forests models to include F1t+1, F2t+1,...,F8t+1. If we find a direct im-

pact of RGPt on the presidential approval ratings in such an extended model, we

interpret such a finding as further evidence in support of the pocketbook mech-

anism. Figure 5 summarizes the results for such an extended model, where we

focus again on a the ranking of real gasoline prices. The findings closely resem-

ble the results we plot in Figure 4. Hence, including the lead macroeconomic

factors in the array of predictors does not change the overall picture, lending

further support to the pocketbook mechanism.13

13Notwithstanding the issue of possible nonlinearity, we also estimate an OLS regression of
PAR on RGP , controlling for a lag of PAR, the presidential economic approval ratings (PEAR)
index of Chen et al. (2023), which captures public opinion on the handling of the macroeconomy
by the president, as well, as a measure of aggregate skewness, i.e., asymmetric economic risks
deveoped by Iseringhausen et al. (2023). The PEAR and aggregate skewness indexes are available
for download from: https://www3.nd.edu/˜zda/ and https://sites.google.com/site/
konstantinostheodoridis/aggregate-skewness-index?authuser=0, respectively. Based on
a sample period of 1981:04 to 2023:04, the estimated coefficient of RGP is −2.00, with a p-value
of 0.03, in this regression model, with a statistically significant positive impact from the PEAR in-
dex, but a null effect due to the aggregate skewness. The fact that RGP continues to significantly
impact PAR after filtering out the effects of economic performance-based presidential approval
and economic risks further corroborates the pocketbook channel.
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5 Concluding Remarks

We have used random forests to study the link between the U.S. presidential

approval ratings and real gasoline prices, where we have controlled for a large

number of control variables that have been studied in earlier literature. Our

empirical results have shown that the link between the presidential approval

ratings and real gasoline prices is negative and nonlinear. We have found that,

putting the lagged presidential approval ratings aside, real gasoline prices clearly

are as important, or even more important, than other conventional predictors of

the presidential approval ratings. We also have found that real gasoline prices

even have predictive value for the subsequent presidential approval ratings in

an out-of-sample forecasting experiment. Given the importance of the issue, the

predictive value of real gasoline prices for the subsequent presidential approval

ratings should be investigated in future research in a more systematic way by

considering longer forecast horizons and alternative forecasting models.

Random forests have the advantage that they render it possible to consider

a large number of predictors of the the presidential approval ratings, the link

of which to the predictors is then traced out in a flexible and completely data-

driven way. If voters use real gasoline prices as a source of information about the

health of the macroeconomy, then the link between real gasoline prices and the

presidential approval ratings should disappear once we control for predictors

that somehow control for voters’ uncertainty and expectations of subsequent

macroeconomic developments. To this end, we have included in our model var-

ious macroeconomic uncertainties and (lead) macroeconomic factors. In spite of

the fact that random forests can use these predictors, we have found a direct

17



effect of real gasoline prices on the presidential approval ratings. Our empiri-

cal findings, thereby, support the pocketbook mechanism, which stipulates that

the link between the the presidential approval ratings and real gasoline prices

reflects a sizable effect of the latter on personal economic situations of voters.
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Figure 1: Presidential approval ratings and real gasoline prices
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Figure 2: Local Gaussian polynomial regression
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Figure 3: Partial dependence plot
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Figure 4: Importance of real gasoline prices over time
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The rank of RGP in terms of how often this predictor is used for splitting when growing a random forest (upper panel)
and in terms of VIMP (lower panel). Window = Index of recursive-estimation window.

27



Figure 5: Importance of real gasoline prices over time in an extended model
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and in terms of VIMP (lower panel). Window = Index of recursive-estimation window. The extended model features the

leads of the macroeconomic factors as additional predictors.
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Table 1: OLS results

Predictor Coefficient t-value
Intercept 6.7445 3.8340∗∗∗

PAR lag 0.9077 40.4991∗∗∗

Real gasoline prices -1.9970 -2.6794∗∗∗

Adjusted R2 0.8679
F2,600DF (p-value) < 0.0001

∗∗∗ denotes significance at the 1% level. t-values are based on robust standard errors.
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Table 3: Forecasting results

Statistic Value
RMSFE ratio 1.0275
MAFE ratio 1.0318
RMSFE ratio (discount factor 0.99) 1.0205
MAFE ratio (discount factor 0.99) 1.0392
RMSFE ratio (discount factor 0.9) 1.0921
MAFE ratio (discount factor 0.9) 1.0764
CW test (p-value) <0.0001
DM test (loss 1, p-value) <0.0001
DM test (loss 2, p-value) 0.00019

Initial training period: 10 years. Benchmark model: PARt+1 = f(PARt, ...). Rival model: PARt+1 = f(PARt, RGPt, ...).
A RMSFE (MAFE) ratio > 1 shows that the rival model performs better than the benchmark model. CW = Clark-West

test. DM = Diebold-Mariano test. Loss 1= absolute error loss. Loss 2 = Squared error loss.
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Appendix

Figure A1: Results for a quantile-on-quantile regression

Figure A2: Results for wavelet localized multiple correlation
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